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(57) ABSTRACT

An example game system includes a home-console type game
device and a terminal device. The terminal device includes a
touch panel and an inertia sensor, and wirelessly transmits to
the game device operation data including touch panel data
and inertia sensor data. The game device receives the opera-
tion data from the terminal device, and performs game pro-
cesses based on the operation data. Moreover, the game
device generates first game images and second game images
based on the game processes. The first game images are
compressed, and the compressed image data is wirelessly
transmitted to the terminal device. The second game image is
output to, and displayed on, an external display device which
is separate from the terminal device. The terminal device
receives the compressed image data from the game device,
expands the received compressed image data, and displays
the first game images on a display section.
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GAME SYSTEM, CONTROLLER DEVICE
AND GAME METHOD

CROSS-REFERENCES TO RELATED
APPLICATIONS

[0001] This application claims the benefit under 35 U.S.C.
Section 119 of Japanese Patent Application Nos. 2010-
022022 and 2010-022023 filed on Feb. 3, 2010; Japanese
Patent Application No. 2010-177893 filed on Aug. 6, 2010;
Japanese Patent Application No. 2010-185315 filed on Aug.
20,2010; Japanese Patent Application Nos. 2010-192220 and
2010-192221 filed on Aug. 30, 2010; and Japanese Patent
Application Nos. 2010-245298 and 2010-245299 filed on
Now. 1,2010. The entire contents of each of these applications
are incorporated herein by reference.

[0002] This application is related by subject matter to appli-
cation Ser. No. entitled DISPLAY DEVICE, GAME
SYSTEM, AND GAME METHOD (attorney docket number
723-2968), filed concurrently herewith, the contents of which
are incorporated herein in their entirety.

BACKGROUND AND SUMMARY

[0003] This application describes a game system including
a controller device that can be controlled player movement,
and also a controller device and a method in such a game
system.

[0004] A first example game system described herein
includes a home-console type game device and a first con-
troller device.

[0005] The game device includes a first receiver, a game
processor, an image processor, a compression section (e.g., a
compression circuit), a transmitter, and an image outputting
section. The first receiver receives first operation data from
the first controller device. The game processor performs game
processes based on the first operation data. The image pro-
cessor generates first game images and second game images
based on the game processes. The compression section com-
presses the first game images to generate compressed image
data. The transmitter wirelessly transmits the compressed
image data to the first controller device. The image outputting
section outputs the second game images to an external display
device (such as a television) which is separate from the first
controller device.

[0006] The first controller device includes a display sec-
tion, a touch panel, an inertia sensor, a transmitter, a receiver,
and an expansion section (e.g., a decompression circuit). The
touch panel is provided on a screen of the display section. The
transmitter wirelessly transmits the first operation data
including touch panel data and inertia sensor data to the game
device. The receiver receives compressed image data from the
game device. The expansion section expands the compressed
image data to obtain the first game images. The display sec-
tion displays the first game images obtained by the expansion.
[0007] By way ofexample and without limitation, the game
device may be any device that performs game processes, and
generates images based on the game processes. The game
device may be a single-purpose information processing
device for games, or a general-purpose information process-
ing device such as an ordinary personal computer.

[0008] By way of example and without limitation, the first
controller device includes a display section, a touch panel, an
inertia sensor, a transmitter, a receiver, and an expansion
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section. The first controller device may or may not include
other components such as those of other example terminal
devices also described herein.

[0009] By way of example and without limitation, the game
system includes the game device and the first controller
device, and may or may not include, for example, an external
display device for displaying the second game images. That
is, the game system may be provided in a form in which the
external display device is not included or in a form in which
it is included.

[0010] By way of example and without limitation, the
external display device is separate from the first controller
device, and may include any device, in addition to a televi-
sion, as long as it is capable of displaying the second game
images generated by the game device. For example, the exter-
nal display device may be formed as an integral unit (in a
single casing) with the game device.

[0011] With the first example configuration described
above, the first controller device includes a touch panel and an
inertia sensor, and the game device performs game processes
based on operation data including, for example, touch panel
data and inertia sensor data. The player can perform game
operations by directly touching the screen of'the first control-
ler device or moving the screen itself (i.e., the first controller
device itself). That is, with the first example configuration, it
is possible to provide the player with a novel game operation
of directly operating game images displayed on a screen.
[0012] With the first example configuration, the game
images displayed on the screen of the first controller device
are often game images used for performing an operation on
the touch panel. Depending on the content of the game, one
may wish to display an image that is not used for performing
an operation on the touch panel. It is difficult to display such
an image while performing an operation on the touch panel.
In view of this, with the first example configuration, second
game images can be displayed on an external display device,
and it is therefore possible to present two different types of
game images to the player. Therefore, for example, the game
space can be expressed in various methods with two types of
game images by, for example, displaying first game images
suitable for operations on the touch panel on the screen of the
first controller device while displaying second game images
suitable for grasping the game space on the external display
device. Thus, with the first example configuration, it is pos-
sible to present to the player game images that are easier to
view and easier to perform game operations with.

[0013] With the first example configuration, the first con-
troller device only needs to perform at least an expansion
process for the image data, and the game processes may be
performed on the game device side. Even if the game pro-
cesses become more complicated, it only increases the com-
putation on the game device side, and does not substantially
influence the amount of computation of the image expansion
process by the first controller device. Therefore, even if com-
plicated game processes are required, the computational load
on the first controller device side can be kept within a prede-
termined range, and the first controller device is not required
to have high information processing capabilities. This makes
it easier to reduce the size and weight of the first controller
device, which is used by the user while holding it in hand, and
makes it easier to manufacture the first controller device.
[0014] Moreover, with the first example configuration,
since the first game images are transmitted, in a compressed
form, from the game device to the first controller device, the
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game images can be wirelessly transmitted at a high speed,
and the delay from when the game processes are performed
until the game images are displayed is kept small.

[0015] Inasecond example configuration, the game system
may further include a second controller device. The second
controller device includes a transmitter for wirelessly trans-
mitting to the game device second operation data representing
operations performed on the second controller device. The
game device further includes a second receiver for receiving
the second operation data. The game processor performs
game processes based on the second operation data.

[0016] By way of example and without limitation, the sec-
ond controller device may include any device that is capable
of wirelessly transmitting operation data (second operation
data) to the game device.

[0017] With the second example configuration, game
operations can be performed with the second controller
device, as well as with the first controller device. Thus, for
example, a player using the second controller device can play
the game while looking at the game image displayed on the
external display device. Therefore, with the second example
configuration, two players can play the game while looking
respectively at the external display device and the screen of
the first controller device.

[0018] In a third example configuration, the game device
may further include a game sound generation section and a
game sound output section. The game sound generation sec-
tion generates first game sounds and second game sounds
based on the game processes. The game sound output section
outputs the second game sounds to an external acoustic
device (e.g., speaker or speakers) which is separate from the
first controller device. The transmitter of the game device
wirelessly transmits the first game sounds to the first control-
ler device. The first controller device further includes a
speaker. The receiver of the first controller receives the first
game sounds from the game device. The speaker outputs the
received first game sounds.

[0019] With the third example configuration, the first game
sounds wirelessly transmitted from the game device to the
first controller device may be transmitted in a compressed
form or transmitted in an uncompressed form.

[0020] With the third example configuration, for the game
sounds, as for the game images, it is possible to output two
types of game sounds. Therefore, the first controller device
can output game sounds associated with first game images,
and the external acoustic device can output second game
sounds associated with second game images.

[0021] In a fourth example configuration, the first control-
ler device may further include a microphone. Then, the trans-
mitter of the first controller device wirelessly transmits sound
data detected by the microphone to the game device.

[0022] With the fourth example configuration, the sound
data wirelessly transmitted from the first controller device to
the game device may be transmitted in a compressed form or
transmitted in an uncompressed form.

[0023] With the fourth example configuration, sounds (mi-
crophone sounds) detected by the microphone of the first
controller device are transmitted to the game device. There-
fore, the game device can use the microphone sounds as game
sounds, or use a result of performing a sound recognition
process on the microphone sounds as game inputs.

[0024] In a fifth example configuration, the first controller
device may further include a camera and a camera image
compression section. The camera image compression section

Aug. 4, 2011

compresses camera images captured by the camera to gener-
ate compressed captured image data. Then, the transmitter of
the first controller device wirelessly transmits the compressed
captured image data to the game device. The game device
includes a camera image expansion section for expanding the
compressed captured image data to obtain the camera images.
[0025] With the fifth example configuration, camera
images captured by the camera of the first controller device
are transmitted to the game device. Therefore, the game
device may use the camera images as game images (or parts
thereof), or use a result of performing an image recognition
process on the camera images as game inputs. With the fifth
example configuration, since the camera images are transmit-
ted in a compressed form, the camera images can be wire-
lessly transmitted at high speed.

[0026] In a sixth example configuration, the first controller
device may include a plurality of front surface operation
buttons, and direction input devices capable of specifying
directions. The plurality of front surface operation buttons are
provided on a front surface of the first controller device, on
which the screen ofthe display section and the touch panel are
provided. At least two of the front surface operation buttons
are disposed on opposite sides of the screen. The direction
input devices are provided on the front surface on opposite
sides of the screen. Then, the first operation data further
includes data representing operations performed on the plu-
rality of front surface operation buttons and the direction
input devices.

[0027] With the sixth example, the operation buttons and
the direction input devices are provided on opposite sides of
the screen of the first controller device. Therefore, since the
player can operate the operation buttons and the direction
input devices (typically with the thumbs) while holding the
first controller device, it is possible to easily operate the
operation buttons and the direction input devices even while
performing operations such as moving the first controller
device to, for example, change its position or attitude.
[0028] Inaseventh example configuration, the first control-
ler device may further include a plurality of back surface
operation buttons, and a plurality of side surface operation
buttons. The plurality of back surface operation buttons are
provided on a back surface of the first controller device. The
back surface is a surface opposite to a front surface of the first
controller device, on which the screen of the display section
and the touch panel are provided. The plurality of side surface
operation buttons are provided on a side surface extending
between the front surface and the back surface. Then, the first
operation data further includes data representing operations
performed using the plurality of back surface operation but-
tons and the side surface operation buttons.

[0029] With the seventh example configuration, operation
buttons are provided on the back surface and the side surface
of the first controller device. Therefore, since a player can
operate these operation buttons (typically with the index fin-
gers or the middle fingers) while holding the first controller
device, it is possible to easily operate the operation buttons
even while performing the operation of moving the first con-
troller device to, for example, change its position or attitude.
[0030] Inaneighth example configuration, the first control-
ler device may further include a magnetic sensor. Then, the
first operation data further includes magnetic sensor data.
[0031] With the eighth example configuration, the first con-
troller device includes the magnetic sensor, and magnetic
sensor data is used in the game processes of the game device.
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Therefore, the player can perform game operations by mov-
ing the first controller device. Since the game device can
determine the absolute attitude of the first controller device in
real space based on the magnetic sensor data, it is possible to
accurately calculate the attitude of the first controller device
by using inertia sensor data and magnetic sensor data, for
example.

[0032] In a ninth example configuration, the inertia sensor
includes, for example, a 3-axis acceleration sensor and a
3-axis gyrosensor.

[0033] With the ninth example configuration, by using two
types of sensors, i.e., an acceleration sensor and a gyrosensor,
as the inertia sensor, it is possible to even more accurately
calculate the movement and the attitude of the first controller
device.

[0034] In a tenth example configuration, the game device
may include a network communication section and a power
supply section. The game processor reads out information
from an external storage medium storing a game program
therein which can be attached/detached to/from the game
device. The network communication section can be con-
nected to a network and communicates with an information
processing device which is capable of communication via the
network. The power supply section supplies power from an
external power supply outside the game device to various
sections inside the game device. The game processor per-
forms game processes based on the read-out game program.
[0035] With the tenth example configuration, the game pro-
gram to be executed in the game device can be changed easily
by replacing an external storage medium storing a game
program therein with another storage medium. Since the
game device is capable of communication via a network, it is
possible to improve the functions of the game device and the
content of the games to be played on the game device by
downloading new games, applications and data via the net-
work, for example. As will be described below, a terminal
device can be used as an interface for communicating with
other information processing devices via the network.
[0036] This application also describes various examples of
first controller devices and methods involving, for example,
the various game system configurations described above.
[0037] According to the systems and methods described
herein, game processes are performed based on operations
performed on a controller device including a touch panel and
an inertia sensor, thus allowing for novel game operations.
[0038] These and other features, aspects and advantages
will become more apparent from the following detailed
description when taken in conjunction with the accompany-
ing drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0039] FIG. 1 is an external view of an example game
system 1;
[0040] FIG. 2 is a block diagram showing an internal con-

figuration of an example game device 3;

[0041] FIG. 3 is one perspective view showing an external
configuration of an example controller 5;

[0042] FIG. 4 isanother perspective view showing an exter-
nal configuration of the example controller 5;

[0043] FIG. 5is one diagram showing an internal configu-
ration of the example controller 5;

[0044] FIG. 6 is another diagram showing an internal con-
figuration of the example controller 5;
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[0045] FIG. 7is ablock diagram showing a configuration of
the example controller 5;

[0046] FIGS. 8(a)-8(d) are diagrams showing an external
configuration of an example terminal device 7;

[0047] FIG. 9 is a diagram showing the example terminal
device 7 being held by the user;

[0048] FIG. 10 is a block diagram showing an internal
configuration of the example terminal device 7;

[0049] FIG. 11 is a table showing various examples of data
used in the game processes;

[0050] FIG. 12 is a main flow chart showing a flow of
example game processes performed by the example game
device 3;

[0051] FIG. 13 is a flow chart showing a detailed flow ofthe
example game control processes;

[0052] FIG. 14 is a diagram showing the screen of a televi-
sion 2 and the example terminal device 7 in a first game
example;

[0053] FIG. 15 is a diagram showing the screen of the
television 2 and the example terminal device 7 in a second
game example;

[0054] FIG. 16 is a diagram showing an example of a tele-
vision game image displayed on the television 2 in the third
game example;

[0055] FIG. 17 is a diagram showing an example of a ter-
minal game image displayed on the example terminal device
7 in the third game example;

[0056] FIG. 18 is a diagram showing an example of a tele-
vision game image displayed on the television 2 in the fourth
game example;

[0057] FIG. 19 is a diagram showing an example of a ter-
minal game image displayed on the example terminal device
7 in the fourth game example;

[0058] FIG. 20 is a diagram showing how the example
game system 1 is used in the fifth game example; and
[0059] FIG. 21 is a diagram showing how devices included
in the example game system 1 are connected with one another
in a case in which the example game system 1 is connected to
an external device via a network.

DETAILED DESCRIPTION OF EXAMPLE

EMBODIMENTS
[0060] [1. General Configuration of Example Game Sys-
tem]
[0061] An example game system 1 will now be described

with reference to the drawings. FIG. 1 is an external view of
the game system 1. In FIG. 1, the game system 1 includes a
non-portable display device (hereinafter referred to as a “tele-
vision™) 2 such as a television receiver, a home-console type
game device 3, an optical disc 4, a controller 5, a marker
device 6, and a terminal device 7. In the game system 1, the
game device 3 performs game processes based on game
operations performed using the controller 5, and game images
obtained through the game processes are displayed on the
television 2 and/or the terminal device 7.

[0062] Inthe game device 3, the optical disc 4 typifying an
information storage medium used for the game device 3in a
replaceable manner is removably inserted. An information
processing program (a game program, for example) to be
executed by the game device 3 is stored in the optical disc 4.
The game device 3 has, on the front surface thereof, an inser-
tion opening for the optical disc 4. The game device 3 reads
and executes the information processing program stored on
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the optical disc 4 which is inserted into the insertion opening,
to perform the game processes.

[0063] The television 2 is connected to the game device 3
by a connecting cord. Game images obtained as a result of the
game processes performed by the game device 3 are dis-
played on the television 2. The television 2 includes a speaker
2a (see FIG. 2), and the speaker 2a outputs game sounds
obtained as a result of the game process. In alternative
embodiments, the game device 3 and the non-portable display
device may be an integral unit. Also, the communication
between the game device 3 and the television 2 may be wire-
less communication.

[0064] The marker device 6 is provided along the periphery
of'the screen (on the upper side of the screen in FIG. 1) of the
television 2. The user (player) can perform game operations
by moving the controller 5, the details of which will be
described below, and the marker device 6 is used by the game
device 3 for calculating aspects of the position, the roll angle,
etc., of the controller 5. The marker device 6 includes two
markers 6R and 61 on opposite ends thereof. Specifically, a
marker 6R (as well as the marker 6L.) includes one or more
infrared LEDs (Light Emitting Diodes), and emits infrared
light in a forward direction from the television 2. The marker
device 6 is connected to the game device 3 (by a wired or
wireless connection), and the game device 3 is able to control
the lighting of each infrared LED of'the marker device 6. The
marker device 6 is portable, and the user can arrange the
marker device 6 at any position. While FIG. 1 shows an
embodiment in which the marker device 6 is arranged on top
of'the television 2, the position and the direction of arranging
the marker device 6 are not limited to this particular arrange-
ment.

[0065] The controller 5 provides the game device 3 with
operation data representing the content of operations per-
formed on the controller itself. The controller 5 and the game
device 3 can communicate with each other by wireless com-
munication. In the present example embodiment, the wireless
communication between the controller 5 and the game device
3 uses, for example, Bluetooth (Registered Trademark) tech-
nology. In other embodiments, the controller 5 and the game
device 3 may be connected by a wired connection. While only
one controller is included in the game system 1 in the present
example embodiment, the game device 3 can communicate
with a plurality of controllers, and a game can be played by
multiple players by using a predetermined number of control-
lers (e.g., up to four) at the same time. The detailed configu-
ration of the controller 5 will be described below.

[0066] The terminal device 7 is sized so that it can be held
in one or both of the user’s hands, and the user can hold and
move the terminal device 7, or can use the terminal device 7
placed at an arbitrary position. The terminal device 7, whose
detailed configuration will be described below, includes an
LCD (Liquid Crystal Display) 51 as a display, input mecha-
nisms (e.g., a touch panel 52), a gyrosensor 64, etc., to be
described below. The terminal device 7 and the game device
3 can communicate with each other by a wireless connection
(or by a wired connection). The terminal device 7 receives
from the game device 3 data of images (e.g., game images)
generated by the game device 3, and displays the images on
the LCD 51. While an LCD is used as the display device in the
present example embodiment, the terminal device 7 may
include any other display device such as a display device
utilizing EL. (Electro Luminescence), for example. The ter-
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minal device 7 transmits operation data representing the con-
tent of operations performed on the terminal device itself to
the game device 3.

[0067] [2.Internal Configuration of Example Game Device
3]
[0068] An internal configuration of the example game

device 3 will be described with reference to FIG. 2. FIG. 2 is
a block diagram illustrating an internal configuration of the
game device 3. The game device 3 includes a CPU (Central
Processing Unit) 10, a system LSI 11, an external main
memory 12,a ROM/RTC 13, a disc drive 14, and an AV-IC 15.
[0069] The CPU 10 performs game processes by executing
a game program stored, for example, on the optical disc 4, and
functions as a game processor. The CPU 10 is connected to
the system ST 11. The external main memory 12, the ROM/
RTC 13, the disc drive 14, and the AV-IC 15, as well as the
CPU 10, are connected to the system L.SI 11. The system LSI
11 performs processes for controlling data transmission
between the respective components connected thereto, gen-
erating images to be displayed, acquiring data from an exter-
nal device(s), and the like. The internal configuration of the
system LSI 11 will be described below. The external main
memory 12 is of a volatile type and stores a program such as
a game program read from the optical disc 4, a game program
read from a flash memory 17, and various data. The external
main memory 12 is used as a work area and a buffer area for
the CPU 10. The ROM/RTC 13 includes a ROM (a so-called
boot ROM) incorporating a boot program for the game device
3, and a clock circuit (RTC: Real Time Clock) for counting
time. The disc drive 14 reads program data, texture data, and
the like from the optical disc 4, and writes the read data into
an internal main memory 11e (to be described below) or the
external main memory 12.

[0070] The system LL.SI 11 includes an input/output proces-
sor (I/0 processor) 11a, a GPU (Graphics Processor Unit)
115, a DSP (Digital Signal Processor) 11¢, a VRAM (Video
RAM) 114, and the internal main memory 11e. Although not
shown in the figures, these components 11a to 11e are con-
nected with each other through an internal bus.

[0071] The GPU 115, acting as a part of a rendering mecha-
nism or engine, generates images in accordance with graphics
commands (rendering commands) from the CPU 10. The
VRAM 11d stores data (data such as polygon data and texture
data) necessary for the GPU 115 to execute the graphics
commands. When images are generated, the GPU 115 gen-
erates image data using data stored in the VRAM 11d. In the
present example embodiment, the game device 3 generates
both game images displayed on the television 2 and game
images displayed on the terminal device 7. Hereinafter, for
purposes of ease of reference and without limitation, the
game images displayed on the television 2 may be referred to
as the “television game images”, and the game images dis-
played on the terminal device 7 may be referred to as the
“terminal game images”.

[0072] The DSP 1lc, functioning as an audio processor,
generates sound data using sound data and sound waveform
(e.g., tone quality) data stored in one or both of the internal
main memory 11e and the external main memory 12. In the
present example embodiment, game sounds are outputted
from the speaker(s) of the television 2 and game sounds are
outputted from the speaker(s) of the terminal device 7. Here-
inafter, for purposes of ease of reference and without limita-
tion, the game sounds outputted from the television 2 may be
referred to as a “television game sounds”, and the game
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sounds outputted from the terminal device 7 may be referred
to as a “terminal game sounds”.

[0073] As described above, of the images and sounds gen-
erated in the game device 3, data of the images and sounds
outputted from the television 2 is read out by the AV-IC 15.
The AV-IC 15 outputs the read-out image data to the televi-
sion 2 via an AV connector 16, and outputs the read-out sound
data to the speaker 2a provided in the television 2. Thus,
images are displayed on the television 2, and sounds are
outputted from the speaker 2a.

[0074] Of the images and sounds generated in the game
device 3, data of the images and sounds outputted from the
terminal device 7 are transmitted to the terminal device 7 by
an input/output processor 11a, etc. The data transmission to
the terminal device 7 by the input/output processor 11a, or the
like, will be described below.

[0075] Theinput/output processor 11a exchanges data with
components connected thereto, and downloads data from an
external device(s). The input/output processor 11a is con-
nected to the flash memory 17, a network communication
module 18, a controller communication module 19, an exten-
sion connector 20, a memory card connector 21, and a codec
LSI 27. An antenna 22 is connected to the network commu-
nication module 18. An antenna 23 is connected to the con-
troller communication module 19. The codec LSI 27 is con-
nected to a terminal communication module 28, and an
antenna 29 is connected to the terminal communication mod-
ule 28.

[0076] The game device 3 can be connected to a network
such as the Internet to communicate with external informa-
tion processing devices (e.g., other game devices, various
servers, computers, etc.). That is, the input/output processor
114 can be connected to a network such as the Internet via the
network communication module 18 and the antenna 22 to
communicate with an external information processing device
(s) connected to the network. The input/output processor 11a
regularly accesses the flash memory 17, and detects the pres-
ence or absence of any data which needs to be transmitted to
the network, and when detected, transmits the data to the
network via the network communication module 18 and the
antenna 22. Further, the input/output processor 11a receives
data transmitted from an external information processing
device and data downloaded from a download server via the
network, the antenna 22 and the network communication
module 18, and stores the received data in the flash memory
17. The CPU 10 executes a game program so as to read data
stored in the flash memory 17 and use the data, as appropriate,
in the game program. The flash memory 17 may store game
save data (e.g., game result data or unfinished game data) ofa
game played using the game device 3 in addition to data
exchanged between the game device 3 and an external infor-
mation processing device. The flash memory 17 may also
store a game program(s).

[0077] The game device 3 can receive operation data from
the controller 5. That is, the input/output processor 1la
receives operation data transmitted from the controller 5 via
the antenna 23 and the controller communication module 19,
and stores (temporarily) it in a buffer area of the internal main
memory 11e or the external main memory 12.

[0078] The game device 3 can exchange data such as
images and sounds with the terminal device 7. When trans-
mitting game images (terminal game images) to the terminal
device 7, the input/output processor 11a outputs data of game
images generated by the GPU 115 to the codec LSI 27. The
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codec L.SI 27 performs a predetermined compression process
on the image data from the input/output processor 11a. The
terminal communication module 28 wirelessly communi-
cates with the terminal device 7. Therefore, image data com-
pressed by the codec LSI 27 is transmitted by the terminal
communication module 28 to the terminal device 7 via the
antenna 29. In the present example embodiment, the image
data transmitted from the game device 3 to the terminal device
7 is image data used in a game, and the playability of a game
can be adversely influenced if there is a delay in the images
displayed in the game. Therefore, it is preferred to eliminate
delay as much as possible for the transmission of image data
from the game device 3 to the terminal device 7. Therefore, in
the present example embodiment, the codec LSI 27 com-
presses image data using a compression technique with high
efficiency such as the H.264 standard, for example. Other
compression techniques may be used, and image data may be
transmitted uncompressed if the communication speed is suf-
ficient. The terminal communication module 28 is, for
example, a Wi-Fi certified communication module, and may
perform wireless communication at high speed with the ter-
minal device 7 using a MIMO (Multiple Input Multiple Out-
put) technique employed in the IEEE 802.11n standard, for
example, or may use other communication schemes.

[0079] The game device 3 transmits sound data to the ter-
minal device 7, in addition to image data. That is, the input/
output processor 11a outputs sound data generated by the
DSP 11c to the terminal communication module 28 via the
codec LSI 27. The codec LSI 27 performs a compression
process on sound data, as with image data. While the com-
pression scheme for sound data may be any scheme, it is
preferably a scheme with a high compression ratio and little
sound deterioration. In other embodiments, the sound data
may be transmitted uncompressed. The terminal communi-
cation module 28 transmits the compressed image data and
sound data to the terminal device 7 via the antenna 29.

[0080] Moreover, the game device 3 transmits various con-
trol data to the terminal device 7 as necessary, in addition to
the image data and the sound data. Control data is data rep-
resenting control instructions for components of the terminal
device 7, and represents, for example, an instruction for con-
trolling the lighting of a marker section (a marker section 55
shown in FIG. 10), an instruction for controlling the image-
capturing operation of a camera (a camera 56 shown in FIG.
10), etc. The input/output processor 11a transmits control
data to the terminal device 7 in response to an instruction of
the CPU 10. While the codec LSI 27 does not perform a data
compression process in the present example embodiment for
the control data, it may perform a compression process in
other embodiments. The above-described data transmitted
from the game device 3 to the terminal device 7 may be
encrypted as necessary or may not be encrypted.

[0081] The game device 3 can receive various data from the
terminal device 7. In the present example embodiment, the
terminal device 7 transmits operation data, image data and
sound data, the details of which will be described below. Data
transmitted from the terminal device 7 are received by the
terminal communication module 28 via the antenna 29. The
image data and the sound data from the terminal device 7 are
subjected to a compression process similar to that on the
image data and the sound data from the game device 3 to the
terminal device 7. Therefore, these image data and sound data
are sent from the terminal communication module 28 to the
codec LS127, and subjected to an expansion (decompression)
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process by the codec LSI 27 to be outputted to the input/
output processor 11a. On the other hand, the operation data
from the terminal device 7 may not be subjected to a com-
pression process since the amount of data is small as com-
pared with images and sounds. It may be encrypted as nec-
essary, or it may not be encrypted. After being received by the
terminal communication module 28, the operation data is
outputted to the input/output processor 11a via the codec LSI
27. The input/output processor 11a stores (temporarily) data
received from the terminal device 7 in a buffer area of the
internal main memory 11e or the external main memory 12.
[0082] The game device 3 can be connected to another
device or an external storage medium. That is, the input/
output processor 11a is connected to the extension connector
20 and the memory card connector 21. The extension connec-
tor 20 is a connector for an interface, such as a USB or SCSI
interface. The extension connector 20 can receive a medium
such as an external storage medium, a peripheral device such
as another controller, or a wired communication connector
which enables communication with a network in place of the
network communication module 18. The memory card con-
nector 21 is a connector for connecting thereto an external
storage medium such as a memory card (which may be of a
proprietary or standard format, such as SD, miniSD,
microSD, Compact Flash, etc.). For example, the input/out-
put processor 11a can access an external storage medium via
the extension connector 20 or the memory card connector 21
to store data in the external storage medium or read data from
the external storage medium.

[0083] The game device 3 includes a power button 24, a
reset button 25, and an eject button 26. The power button 24
and the reset button 25 are connected to the system LSI 11.
When the power button 24 is on, power is supplied to the
components of the game device 3 from an external power
supply through an AC adaptor (not shown). When the reset
button 25 is pressed, the system LSI 11 reboots a boot pro-
gram of the game device 3. The eject button 26 is connected
to the disc drive 14. When the eject button 26 is pressed, the
optical disc 4 is ejected from the disc drive 14.

[0084] In other embodiments, some of the components of
the game device 3 may be provided as extension devices
separate from the game device 3. In this case, an extension
device may be connected to the game device 3 via the exten-
sion connector 20, for example. Specifically, an extension
device may include components of the codec LSI 27, the
terminal communication module 28 and the antenna 29, for
example, and can be attached/detached to/from the extension
connector 20. Thus, by connecting the extension device to a
game device which does not include the above components,
the game device can communicate with the terminal device 7.
[0085] [3. Configuration of Example Controller 5]

[0086] Next, with reference to FIGS. 3 to 7, the controller 5
will be described. FIG. 3 is one perspective view illustrating
an external configuration of the controller 5. FIG. 4 is another
perspective view illustrating an external configuration of the
controller 5. The perspective view of FIG. 3 shows the con-
troller 5 as viewed from the top rear side thereof, and the
perspective view of FIG. 4 shows the controller 5 as viewed
from the bottom front side thereof.

[0087] As shown in FIGS. 3 and 4, the controller 5 has a
housing 31 formed by, for example, plastic molding. The
housing 31 has a generally parallelepiped shape extending in
a longitudinal direction from front to rear (Z-axis direction
shown in FIG. 3), and as a whole is sized to be held by one
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hand of an adult or a child. A user can perform game opera-
tions by pressing buttons provided on the controller 5, and by
moving the controller 5 itself to change the position and the
orientation thereof.

[0088] The housing 31 has a plurality of operation buttons.
As shown in FIG. 3, on the top surface of the housing 31, a
cross button 32a, a first button 325, a second button 32¢, an A
button 32d, a minus button 32e, a home button 32/, a plus
button 32g, and a power button 32/ are provided. In the
present specification, for purposes of ease of reference and
without limitation, the top surface of the housing 31 on which
the buttons 32a to 32/ are provided may be referred to as a
“button surface”. As shown in FIG. 4, a recessed portion is
formed on the bottom surface of the housing 31, and a B
button 32 is provided on a rear slope surface of the recessed
portion. The operation buttons 32a to 32/ are assigned, as
necessary, their respective functions in accordance with the
game program executed by the game device 3. Further, the
power button 32/ is used to remotely turn ON/OFF the game
device 3. The home button 32f'and the power button 32/ each
have the top surface thereof recessed below the top surface of
the housing 31. Therefore, the likelihood of the home button
32f'and the power button 32/ being inadvertently pressed by
the user is reduced.

[0089] On the rear surface of the housing 31, the connector
33 is provided. The connector 33 is used for connecting
another device (e.g., another sensor unit or another controller)
to the controller 5. Both sides of the connector 33 on the rear
surface of the housing 31 have a fastening hole 33a (see FIG.
6) for preventing easy inadvertent disengagement of a device
connected to the controller 5 as described above.

[0090] In the rear-side portion of the top surface of the
housing 31, a plurality (four in FIG. 3) of LEDs 34a to 34d are
provided. The controller 5 is assigned a controller type (num-
ber) so as to be distinguishable from other controllers. The
LEDs 34a to 34d are each used for informing the user of the
controller type which is currently set for the controller 5, and
for informing the user of the battery level of the controller 5,
for example. Specifically, when game operations are per-
formed using the controller 5, one of the plurality of LEDs
34a to 34d corresponding to the controller type is lit up.
[0091] The controller 5 has an image capturing/processing
section 35 (FIG. 6), and a light incident surface 354 of the
image capturing/processing section 35 is provided on the
front surface of the housing 31, as shown in FIG. 4. The light
incident surface 354 is made of a material transmitting there-
through at least infrared light from the markers 6R and 6L..
[0092] On the top surface of the housing 31, sound holes
31a for externally outputting a sound from a speaker 49 (see
FIG. 5) provided in the controller 5 are provided between the
first button 324 and the home button 32/

[0093] Next, with reference to FIGS. 5 and 6, an internal
structure of the controller 5 will be described. FIGS. 5 and 6
are diagrams illustrating the internal structure of the control-
ler 5. FIG. 5 is a perspective view illustrating a state in which
an upper casing (a part of the housing 31) of the controller 5
is removed. FIG. 6 is a perspective view illustrating a state in
which a lower casing (a part of the housing 31) of the con-
troller 5 is removed. The perspective view of FIG. 6 shows a
substrate 30 of FIG. 5 as viewed from the reverse side.
[0094] As shown in FIG. 5, the substrate 30 is fixed inside
the housing 31, and on a top main surface of the substrate 30,
the operation buttons 32a to 32/, the LEDs 34a to 34d, an
acceleration sensor 37, an antenna 45, the speaker 49, and the
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like are provided. These elements are connected to a micro-
computer 42 (see FIG. 6) via lines (not shown) formed on the
substrate 30 and the like. Inthe present example embodiment,
the acceleration sensor 37 is provided at a position offset from
the center of the controller 5 with respect to the X-axis direc-
tion. Thus, calculation of the movement of the controller 5
being rotated about the Z-axis is facilitated. Further, the
acceleration sensor 37 is provided anterior to the center of the
controller 5 with respect to the longitudinal direction (Z-axis
direction). Further, a wireless module 44 (see FI1G. 6) and the
antenna 45 allow the controller 5 to act as a wireless control-
ler.

[0095] Asshownin FIG. 6, at a front edge of a bottom main
surface of the substrate 30, the image capturing/processing
section 35 is provided. The image capturing/processing sec-
tion 35 includes an infrared filter 38, a lens 39, an image
capturing element 40 and an image processing circuit 41
located in this order from the front of the controller 5. These
components 38 to 41 are attached on the bottom main surface
of the substrate 30.

[0096] On the bottom main surface of the substrate 30, the
microcomputer 42 and a vibrator 46 are provided. The vibra-
tor 46 is, for example, a vibration motor or a solenoid, and is
connected to the microcomputer 42 via lines formed on the
substrate 30 or the like. The controller 5 is vibrated by actua-
tion of the vibrator 46 based on a command from the micro-
computer 42. Therefore, the vibration is conveyed to the
user’s hand holding the controller 5, and thus a so-called
vibration-feedback game is realized. In the present example
embodiment, the vibrator 46 is disposed slightly toward the
front of the housing 31. That is, the vibrator 46 is positioned
offset from the center toward the end of the controller 5 so that
the vibration of the vibrator 46 greatly vibrates the entire
controller 5. Further, the connector 33 is provided at the rear
edge of the bottom main surface of the substrate 30. In addi-
tion to the components shown in FIGS. 5 and 6, the controller
5 includes a quartz oscillator for generating a reference clock
of the microcomputer 42, an amplifier for outputting a sound
signal to the speaker 49, and the like.

[0097] The shape of the controller 5, the shape of each
operation button, the number and the positions of acceleration
sensors and vibrators, and so on, shown in FIGS. 3 to 6 are
merely illustrative, and the systems and methods described
herein can be realized with controllers having other shapes,
numbers, and positions. Further, although in the present
example embodiment the image-capturing direction of the
image-capturing section is the Z-axis positive direction, the
image-capturing direction may be any direction. That is, the
position of the image capturing/processing section 35 (the
light incident surface 35a of the image capturing/processing
section 35) in the controller 5 may not be on the front surface
of the housing 31, but may be on any other surface on which
light can be received from the outside of the housing 31.

[0098] FIG.7isablock diagram illustrating a configuration
of the controller 5. The controller 5 includes an operation
section 32 (the operation buttons 32a to 32i), the image cap-
turing/processing section 35, a communication section 36,
the acceleration sensor 37, and a gyrosensor 48. The control-
ler 5 transmits to the game device 3, as operation data, data
representing the content of operations performed on the con-
troller itself. Hereinafter, for purposes of ease of reference
and without limitation, the operation data transmitted by the
controller 5 may be referred to as the “controller operation

Aug. 4, 2011

data”, and the operation data transmitted by the terminal
device 7 may be referred to as the “terminal operation data”.
[0099] The operation section 32 includes the operation but-
tons 32a to 32i described above, and outputs, to the micro-
computer 42 of the communication section 36, operation
button data indicating the input status of the operation buttons
32a to 32i (e.g., whether or not the operation buttons 32a to
32i are pressed).

[0100] The image capturing/processing section 35 is a sys-
tem for analyzing image data captured by the image-captur-
ing element and calculating the centroid, the size, etc., of an
area(s) having a high brightness in the image data. The image
capturing/processing section 35 has a maximum sampling
period of, for example, about 200 frames/sec., and therefore
can trace and analyze even relatively fast motion of the con-
troller 5.

[0101] The image capturing/processing section 35 includes
the infrared filter 38, the lens 39, the image capturing element
40 and the image processing circuit 41. The infrared filter 38
transmits therethrough only infrared light included in the
light incident on the front surface of the controller 5. The lens
39 collects the infrared light transmitted through the infrared
filter 38 so that it is incident on the image capturing element
40. The image capturing element 40 is a solid-state image-
capturing device such as, for example, a CMOS sensor or a
CCD sensor, which receives the infrared light collected by the
lens 39, and outputs an image signal. The marker section 55 of
the terminal device 7 and the marker device 6 of which images
are captured are formed by markers outputting infrared light.
Therefore, the provision of the infrared filter 38 enables the
image capturing element 40 to receive only the infrared light
transmitted through the infrared filter 38 and generate image
data, so that an image of the image-capturing object (e.g., the
markers of the marker section 55 and/or the marker device 6)
can be captured more accurately. Hereinafter, the image taken
by the image capturing element 40 is referred to as a captured
image. The image data generated by the image capturing
element 40 is processed by the image processing circuit 41.
The image processing circuit 41 calculates the positions of
the image-capturing objects within the captured image. The
image processing circuit 41 outputs coordinates of the calcu-
lated positions, to the microcomputer 42 of the communica-
tion section 36. The data representing the coordinates is trans-
mitted as operation data to the game device 3 by the
microcomputer 42. Hereinafter, for purposes of ease of ref-
erence and without limitation, the coordinates are referred to
as “marker coordinates”. The marker coordinates change
depending on the roll orientation (roll angle about the z axis)
and/or aspects of the position of the controller 5 itself, and
therefore the game device 3 can calculate, for example, the
roll angle and aspects of the position of the controller 5 using
the marker coordinates.

[0102] In other embodiments, the controller 5 may not
include the image processing circuit 41, and the captured
image itself may be transmitted from the controller 5 to the
game device 3. In this case, the game device 3 may have a
circuit or a program, having the same function as the image
processing circuit 41, for calculating the marker coordinates.
[0103] Theacceleration sensor 37 detects accelerations (in-
cluding gravitational acceleration) of the controller 5, that is,
force (including gravity) applied to the controller 5. The
acceleration sensor 37 detects a value of a portion of accel-
eration (linear acceleration) that is applied to the detection
section of the acceleration sensor 37 in the straight line direc-
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tion along the sensing axis direction, among all the accelera-
tion applied to the detection section of the acceleration sensor
37. For example, a multi-axis acceleration sensor having two
or more axes detects acceleration components along the axes,
as the acceleration applied to the detection section of the
acceleration sensor. While the acceleration sensor 37 is
assumed to be an electrostatic capacitance type MEMS (Mi-
cro Electro Mechanical System) acceleration sensor, other
types of acceleration sensors may be used.

[0104] In the present example embodiment, the accelera-
tion sensor 37 detects linear acceleration in each of three axis
directions, i.e., the up/down direction (Y-axis direction shown
in FIG. 3), the left/right direction (the X-axis direction shown
in FIG. 3), and the forward/backward direction (the Z-axis
direction shown in FIG. 3), relative to the controller 5. The
acceleration sensor 37 detects acceleration in the straight line
direction along each axis, and an output from the acceleration
sensor 37 represents a value of the linear acceleration for each
of the three axes. In other words, the detected acceleration is
represented as a three-dimensional vector in an XY Z-coordi-
nate system (controller coordinate system) defined relative to
the controller 5.

[0105] Data (acceleration data) representing the accelera-
tion detected by the acceleration sensor 37 is outputted to the
communication section 36. The acceleration detected by the
acceleration sensor 37 changes depending on aspects of the
orientation and movement of the controller 5 itself, and there-
fore the game device 3 is capable of calculating aspects of the
orientation and movement of the controller 5 using the
obtained acceleration data. In the present example embodi-
ment, the game device 3 calculates the attitude, the roll angle,
etc., of the controller 5 based on the obtained acceleration
data.

[0106] One skilled in the art will readily understand from
the description herein that additional information relating to
the controller 5 can be estimated or calculated (determined)
through a process by a computer, such as a processor (for
example, the CPU 10) of the game device 3 or a processor (for
example, the microcomputer 42) of the controller 5, based on
an acceleration signal outputted from the acceleration sensor
37 (this applies also to an acceleration sensor 63 to be
described below). For example, in the case in which the
computer performs a process on the premise that the control-
ler 5 including the acceleration sensor 37 is in a static state
(that is, in the case in which the process is performed on the
premise that the acceleration to be detected by the accelera-
tion sensor includes only the gravitational acceleration),
when the controller 5 is actually in a static state, it is possible
to determine whether or not, or how much the controller 5 is
tilting relative to the direction of gravity, based on the
detected acceleration. Specifically, when the state in which
the detection axis of the acceleration sensor 37 faces verti-
cally downward is used as a reference, whether or not the
controller 5 is tilting relative to the reference can be deter-
mined based on whether or not 1 G (gravitational accelera-
tion) is present, and the degree of tilt of the controller 5
relative to the reference can be determined based on the
magnitude thereof. Further, with the multi-axis acceleration
sensor 37, it is possible to more specifically determine the
degree of tilt of the controller 5 relative to the direction of
gravity by performing a process on the acceleration signals of
different axes. In this case, the processor may calculate, based
on the output from the acceleration sensor 37, the tilt angle of
the controller 5, or the tilt direction of the controller 5 without
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calculating the tilt angle. Thus, by using the acceleration
sensor 37 in combination with the processor, it is possible to
determine the tilt angle or the attitude of the controller 5.
[0107] On the other hand, when it is premised that the
controller 5 is in dynamic state (in which the controller 5 is
being moved), the acceleration sensor 37 detects the accel-
eration based on the movement of the controller 5, in addition
to the gravitational acceleration, and it is therefore possible to
determine the movement direction of the controller 5 by
removing the gravitational acceleration component from the
detected acceleration through a predetermined process. Even
when it is premised that the controller 5 is in dynamic state, it
is possible to determine the tilt of the controller 5 relative to
the direction of gravity by removing the acceleration compo-
nent based on the movement of the acceleration sensor from
the detected acceleration through a predetermined process. In
other embodiments, the acceleration sensor 37 may include
an embedded processor or other type of dedicated processor
for performing a predetermined process on an acceleration
signal detected by the built-in acceleration detector before the
acceleration signal is outputted to the microcomputer 42. For
example, when the acceleration sensor 37 is used to detect
static acceleration (for example, gravitational acceleration),
the embedded or dedicated processor may convert the accel-
eration signal to a tilt angle(s) (or another preferred param-
eter).

[0108] The gyrosensor 48 detects angular velocities about
three axes (the X, Y and Z axes in the present example
embodiment). In the present specification, with respect to the
image-capturing direction (the Z-axis positive direction) of
the controller 5, the rotation direction about the X axis is
referred to as the pitch direction, the rotation direction about
the Y axis as the yaw direction, and the rotation direction
about the Z axis as the roll direction. The number and com-
bination of gyrosensors to be used are not limited to any
particular number and combination as long as the gyrosensor
48 can detect angular velocities about three axes. For
example, the gyrosensor 48 may be a 3-axis gyrosensor, or
angular velocities about three axes may be detected by com-
bining together a 2-axis gyrosensor and a 1-axis gyrosensor.
Data representing the angular velocity detected by the
gyrosensor 48 is outputted to the communication section 36.
The gyrosensor 48 may be a gyrosensor that detects an angu-
lar velocity or velocities about one axis or two axes.

[0109] The communication section 36 includes the micro-
computer 42, a memory 43, the wireless module 44 and the
antenna 45. The microcomputer 42 controls the wireless
module 44 for wirelessly transmitting, to the game device 3,
data acquired by the microcomputer 42 while using the
memory 43 as a storage area in the process.

[0110] Data outputted from the operation section 32, the
image capturing/processing section 35, the acceleration sen-
sor 37 and the gyrosensor 48 to the microcomputer 42 are
temporarily stored in the memory 43. The data are transmitted
as the operation data (controller operation data) to the game
device 3. At the time of the transmission to the controller
communication module 19 of the game device 3, the micro-
computer 42 outputs the operation data stored in the memory
43 to the wireless module 44. The wireless module 44 uses,
for example, the Bluetooth (registered trademark) technology
to modulate the operation data onto a carrier wave of a pre-
determined frequency, and radiates the low power radio wave
signal from the antenna 45. That is, the operation data is
modulated onto the low power radio wave signal by the wire-
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less module 44 and transmitted from the controller 5. The
controller communication module 19 of the game device 3
receives the low power radio wave signal. The game device 3
demodulates or decodes the received low power radio wave
signal to obtain the operation data. Based on the obtained
operation data, the CPU 10 of the game device 3 performs the
game processes. Note that while the wireless transmission
from the communication section 36 to the controller commu-
nication module 19 is sequentially performed with a prede-
termined cycle, since the game process is generally per-
formed with a cycle of Y60 sec (as one frame period), the
transmission is preferably performed with a cycle less than or
equal to this period. The communication section 36 of the
controller 5 outputs, to the controller communication module
19 of'the game device 3, the operation data at a rate of once per
Y00 sec, for example.

[0111] As described above, as operation data representing
operations performed on the controller itself, the controller 5
can transmit marker coordinate data, acceleration data, angu-
lar velocity data, and operation button data. The game device
3 performs the game processes using the operation data as
game inputs. Therefore, by using the controller 5, the user can
perform game operations of moving the controller 5 itself, in
addition to the conventional typical game operations of press-
ing the operation buttons. For example, it enables an opera-
tion of tilting the controller 5 to an intended attitude, an
operation of specifying an intended position on the screen
with the controller 5, an operation of moving the controller 5
itself, etc.

[0112] While the controller 5 does not include a display for
displaying game images in the present example embodiment,
it may include a display for displaying, for example, an image
representing the battery level, etc.

[0113] [4. Configuration of Example Terminal Device 7]
[0114] Next, aconfiguration of the terminal device 7 will be
described with reference to FIGS. 8 to 10. FIG. 8(a) is a front
view of the terminal device 7, FIG. 8(b) is a top view thereof,
FIG. 8(c) is a right side view thereof, and FIG. 8(d) is abottom
view thereof. FIG. 9 is a diagram showing the terminal device
7 being held by the user.

[0115] As showninFIG. 8, the terminal device 7 includes a
housing 50 generally in a horizontally-elongated rectangular
plate shape. The housing 50 is sized so that it can be held by
the user. Thus, the user can hold and move the terminal device
7, and can change the position in which the terminal device 7
is placed.

[0116] The terminal device 7 includes the LCD 51 on the
surface of the housing 50. The LCD 51 is provided near the
center of the surface of the housing 50. Therefore, the user can
hold and move the terminal device while looking at the screen
of the LCD 51 by holding opposing end portions of the
housing 50 with respect to the LCD 51, as shown in FIG. 9.
While FIG. 9 shows an example in which the user holds the
terminal device 7 in a horizontal position (in a horizontally-
oriented direction) by holding left and right opposing end
portions of the housing 50 with respect to the LCD 51, the
user can hold the terminal device 7 in a vertical position (in a
vertically-oriented direction).

[0117] As shown in FIG. 8(a), the terminal device 7
includes the touch panel 52 on the screen of the LCD 51 as an
operation mechanism. In the present example embodiment,
the touch panel 52 is a resistive-type touch panel. However,
the touch panel is not limited to the resistive type, and may be
atouch panel of any type including, for example, a capacitive
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type, etc. The touch panel 52 may be of a single-touch type or
a multi-touch type. In the present example embodiment, a
touch panel having the same resolution (detection precision)
as the resolution of the LCD 51 is used as the touch panel 52.
However the resolution of the touch panel 52 does not always
need to coincide with the resolution of the LCD 51. While a
stylus is usually used for making inputs on the touch panel 52,
the systems and methods described herein are not limited to
using a stylus, and an input may be made on the touch panel
52 with a finger of the user. Housing 50 may be provided with
ahole for accommodating a stylus used for performing opera-
tions on the touch panel 52. Thus, since the terminal device 7
includes the touch panel 52, the user can operate the touch
panel 52 while moving the terminal device 7. That is, the user
can move the screen of the LCD 51 while directly (by means
of the touch panel 52) making an input on the screen.

[0118] As shown in FIG. 8, the terminal device 7 includes
two analog sticks 53A and 53B and a plurality of buttons 54 A
to 541, as operation mechanisms. The analog sticks 53 A and
53B are each a direction-specifying device. The analog sticks
53A and 53B are each configured so that the stick portion
operated with a finger of the user can be slid or tilted in any
direction (at any angle in the up, down, left, right and diagonal
directions) with respect to the surface of the housing 50. The
left analog stick 53A is provided on the left side of the screen
of'the LCD 51, and the right analog stick 53B is provided on
the right side of the screen of the LCD 51. Therefore, the user
can make a direction-specifying input by using an analog
stick with either the left or the right hand. As shown in FIG. 9,
the analog sticks 53A and 53B are provided at such positions
that the user can operate them while holding the left and right
portions of the terminal device 7, and therefore the user can
easily operate the analog sticks 53A and 53B even when
holding and moving the terminal device 7.

[0119] The buttons 54 A to 541 are each operation mecha-
nisms for making predetermined inputs. As will be discussed
below, the buttons 54 A to 54L. are provided at such positions
that the user can operate them while holding the left and right
portions of the terminal device 7 (see FIG. 9). Therefore, the
user can easily operate these operation mechanisms even
when holding and moving the terminal device 7.

[0120] As shown in FIG. 8(a), the cross button (direction-
input button) 54A and the buttons 54B to 54H, of the opera-
tion buttons 54A to 541, are provided on the front surface of
thehousing 50. That is, these buttons 54 A to 54H are provided
at positions at which they can be operated by the thumbs of the
user (see FIG. 9).

[0121] The cross button 54A is provided on the left side of
the LCD 51 and under the left analog stick 53A. That is, the
cross button 54A is provided at such a position that it can be
operated with the left hand of the user. The cross button 54A
has a cross shape, and is a button with which it is possible to
specify up, down, left and right directions. The buttons 54B to
54D are provided on the lower side of the LCD 51. These
three buttons 54B to 54D are provided at positions at which
they can be operated with either the left or the right hand. The
four buttons 54E to 54H are provided on the right side of the
LCD 51 and under the right analog stick 53B. That is, the four
buttons 54F to 54H are provided at positions at which they
can be operated with the right hand of the user. Moreover, the
four buttons 54E to 54H are provided on the upper, lower, left
and right side (of the center position among the four buttons
54E to 54H). Therefore, with the terminal device 7, the four
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buttons 54E to 54H can also serve as buttons with which the
user specifies the up, down, left and right directions.

[0122] As shown in FIGS. 8(a), 8(b) and 8(c), the first L
button 541 and the first R button 54J are provided in upper
corner portions of the housing 50 (the upper left portion and
the upper right portion). Specifically, the first L. button 541 is
provided at the left end of the upper side surface of the
plate-like housing 50 so that it is exposed on the upper and left
side surfaces. The first R button 54J is provided at the right
end of the upper side surface of the housing 50 so that it is
exposed on the upper and right side surfaces. Thus, the first L.
button 541 is provided at a position at which it can be operated
with the left index finger of the user, and the first R button 54J
is provided at a position at which it can be operated with the
right index finger of the user (see FIG. 9).

[0123] As shown in FIGS. 8(5) and 8(c), the second L
button 54K and the second R button 54L are provided on leg
portions 59A and 59B protruding from the back surface of the
plate-like housing 50 (i.e., the surface opposite to the front
surface where the LCD 51 is provided). Specifically, the
second L button 54K is provided slightly toward the upper
side in the left portion (the left portion as viewed from the
front surface side) of the back surface of the housing 50, and
the second R button 541 is provided slightly toward the upper
side in the right portion (the right portion as viewed from the
front surface side) of the back surface of the housing 50. In
other words, the second L button 54K is provided generally
onthereverse side of the left analog stick 53 A provided on the
front surface, and the second R button 54L is provided gen-
erally on the reverse side of the right analog stick 53B pro-
vided on the front surface. Thus, the second L button 54K is
provided at a position at which it can be operated with the left
middle finger of the user, and the second R button 54L is
provided at a position at which it can be operated with the
right middle finger of the user (see FIG. 9). The second L
button 54K and the second R button 54L are provided on the
diagonally-upwardly-facing surfaces of the leg portions 59A
and 59B, and have diagonally-upwardly-facing button sur-
faces, as shown in FIG. 8(c). It is believed that the middle
fingers will generally move in the up/down direction when the
user holds the terminal device 7, and it will be easier for the
user to press the second L button 54K and the second R button
54L. if the button surfaces are facing upward. The provision of
the leg portions on the back surface of the housing 50 makes
it easier for the user to hold the housing 50, and the provision
of the buttons on the leg portions makes it easier for the user
to perform input operations while holding the housing 50.
[0124] With the terminal device 7 shown in FIG. 8, since
the second L button 54K and the second R button 54L are
provided on the back surface, when the terminal device 7 is
put down with the screen of the LCD 51 (the front surface of
the housing 50) facing up, the screen may not lie completely
horizontal. Therefore, in other embodiments, three or more
leg portions may be provided on the back surface of the
housing 50. Then, it can be put down on the floor surface (or
other horizontal surface such as a table, desk, etc.) with the leg
portions in contact with the floor surface with the screen of the
LCD 51 facing up, and it is therefore possible to put down the
terminal device 7 so that the screen lies horizontal (or sub-
stantially horizontal). A detatchable, rotatable or retractable
leg portion may be added so that the terminal device 7 can be
put down horizontally (or substantially horizontally).

[0125] The buttons 54A to 541 are each assigned a function
in accordance with the game program. For example, the cross
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button 54A and the buttons 54E to 54H may be used for
direction-specitying operations, selection operations, etc.,
whereas the buttons 54B to 54F may be used for OK button
operations, cancel button operations, etc.

[0126] Although not shown in the figures, the terminal
device 7 may include a power button for turning ON/OFF the
power of the terminal device 7. The terminal device 7 may
include a button for turning ON/OFF the display of the screen
of'the LCD 51, a button for performing a connection setting
(pairing) with the game device 3, and a button for adjusting
the volume of the speaker (a speaker 67 shown in FIG. 10).

[0127] As shown in FIG. 8(a), the terminal device 7
includes a marker section including a marker 55A and a
marker 55B (the marker section 55 shown in FIG. 10) on the
front surface of the housing 50. The marker section 55 is
provided on the upper side of the LCD 51, although the
marker section 55 may be provided elsewhere if desired. The
marker 55A and the marker 55B are each formed by one or
more infrared LEDs, as are the markers 6R and 6L of the
marker device 6. The marker section 55 is used for the game
device 3 to calculate the movement, etc., of the controller 5, as
is the marker device 6 described above. The game device 3
can control the lighting of the infrared LEDs of the marker
section 55.

[0128] The terminal device 7 includes the camera 56 as an
image-capturing device. The camera 56 includes an image-
capturing element (e.g., a CCD image sensor, a CMOS image
sensor, or the like) having a predetermined resolution, and a
lens. As shown in FIG. 8, the camera 56 is provided on the
front surface of the housing 50 in the present example
embodiment. Therefore, the camera 56 can capture an image
of'the face of the user holding the terminal device 7, and can
capture an image of the user playing a game while looking at
the LCD 51, for example. One or more additional cameras
(not shown) may be provided on the front and/or back sur-
faces of terminal device 7.

[0129] The terminal device 7 includes a microphone (a
microphone 69 shown in FIG. 10) as a sound input device. A
microphone hole 60 is provided on the front surface of the
housing 50. The microphone 69 is provided inside the hous-
ing 50 behind the microphone hole 60. The microphone
detects sounds around the terminal device 7 such as the voice
of'the user. One or more additional microphones (not shown)
may be provided on the front and/or back surfaces of terminal
device 7.

[0130] The terminal device 7 includes a speaker (the
speaker 67 shown in FIG. 10) as a sound outputting device. As
shown in FIG. 8(d), speaker holes 57 are provided on the
lower side surface of the housing 50. The output sounds from
the speaker 67 are outputted from the speaker holes 57. In the
present example embodiment, the terminal device 7 includes
two speakers, and the speaker holes 57 are provided at the
respective positions of each of the left speaker and the right
speaker. Additional speakers (not shown) may be provided on
the front and/or back surfaces of terminal device 7.

[0131] Theterminal device 7 includes an extension connec-
tor 58 via which another device can be connected to the
terminal device 7. In the present example embodiment, the
extension connector 58 is provided on the lower side surface
of the housing 50 as shown in FIG. 8(d). The device con-
nected to the extension connector 58 may be any device, and
may be, for example, a game-specific controller (gun-shaped
controller, etc.) or an input device such as a keyboard. The
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extension connector 58 may be omitted if there is no need to
connect other devices to terminal device 7.

[0132] With the terminal device 7 shown in FIG. 8, the
shape of each operation button, the shape of the housing 50,
the number and the positions of the components, etc., are
merely illustrative, and the systems and methods described
herein can be realized with other shapes, numbers, and posi-
tions.

[0133] Next, an internal configuration of the terminal
device 7 will be described with reference to FIG. 10. FIG. 10
is a block diagram showing an internal configuration of the
terminal device 7. As shown in FIG. 10, in addition to the
configuration shown in FIG. 8, the terminal device 7 includes
a touch panel controller 61, a magnetic sensor 62, the accel-
eration sensor 63, the gyrosensor 64, a user interface control-
ler (UI controller) 65, a codec LSI 66, the speaker 67, a sound
IC 68, the microphone 69, a wireless module 70, an antenna
71, an infrared communication module 72, a flash memory
73, a power supply IC 74, and a battery 75. These electronic
components are mounted on an electronic circuit board (or
multiple electronic circuit boards) and accommodated in the
housing 50.

[0134] The UI controller 65 is a circuit for controlling the
input/output of data to/from various types of input/output
sections. The Ul controller 65 is connected to the touch panel
controller 61, an analog stick 53 (the analog sticks 53A and
53B), an operation button 54 (the operation buttons 54A to
54L), the marker section 55, the magnetic sensor 62, the
acceleration sensor 63, and the gyrosensor 64. The Ul con-
troller 65 is connected to the codec LSI 66 and the extension
connector 58. The power supply IC 74 is connected to the Ul
controller 65, and power is supplied to various sections via the
UI controller 65. The built-in battery 75 is connected to the
power supply IC 74 to supply power. A charger 76 or a cable
with which power can be obtained from an external power
source can be connected to the power supply IC 74 via a
connector, or the like, and the terminal device 7 can receive
power supply from or be charged by an external power source
using the charger 76 or the cable. Terminal device 7 may be
charged by attaching the terminal device 7 to a cradle (not
shown) having a charging function.

[0135] The touch panel controller 61 is a circuit connected
to the touch panel 52 for controlling the touch panel 52. The
touch panel controller 61 generates touch position data of a
predetermined format based on signals from the touch panel
52, and outputs it to the UI controller 65. The touch position
data represents, for example, the coordinates of a position (or
positions in the case of a multi-touch panel) on the input
surface of the touch panel 52 at which an input is made. The
touch panel controller 61 reads a signal from the touch panel
52 and generates touch position data at a rate of once per a
predetermined amount of time. Various control instructions
for the touch panel 52 are outputted from the Ul controller 65
to the touch panel controller 61.

[0136] The analog stick 53 outputs, to the UI controller 65,
stick data representing the direction and the amount of slide
(or tilt) of the stick portion operated with a finger of the user.
The operation button 54 outputs, to the Ul controller 65,
operation button data representing the input status of each of
the operation buttons 54 A to 541 (e.g., whether it is pressed).
[0137] The magnetic sensor 62 detects the azimuthal direc-
tion by sensing the size and direction of the magnetic field.
Azimuthal direction data representing the detected azimuthal
direction is outputted to the Ul controller 65. Control instruc-
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tions for the magnetic sensor 62 are outputted from the Ul
controller 65 to the magnetic sensor 62. While there are
sensors using an MI (magnetic impedance) element, a flux-
gate sensor, a Hall element, a GMR (giant magneto-resistive)
element, a TMR (tunnel magneto-resistance) element, an
AMR (anisotropic magneto-resistive) element, etc., the mag-
netic sensor 62 may be any sensor as long as it is possible to
detect the azimuthal direction. Strictly speaking, in a place
where there is a magnetic field other than the geomagnetic
field, the obtained azimuthal direction data does not represent
the azimuthal direction. Nevertheless, if the terminal device 7
moves, the azimuthal direction data changes, and it is there-
fore possible to calculate the change in the attitude of the
terminal device 7.

[0138] The acceleration sensor 63 is provided inside the
housing 50 for detecting the magnitude of the linear accel-
eration along each of the directions of the three axes (the x, y
and z axes shown in FIG. 8(a)). Specifically, the acceleration
sensor 63 detects the magnitude of the linear acceleration
along each of the axes, where the x axis lies in the longitudinal
direction of the housing 50, the y axis lies in the width direc-
tion of the housing 50, and the z axis lies in the direction
vertical to the surface of the housing 50. Acceleration data
representing the detected acceleration is outputted to the Ul
controller 65. Control instructions for the acceleration sensor
63 are outputted from the Ul controller 65 to the acceleration
sensor 63. While the acceleration sensor 63 is assumed to be
a capacitive-type MEMS-type acceleration sensor, for
example, in the present example embodiment, other types of
acceleration sensors may be employed in other embodiments.
The acceleration sensor 63 may be an acceleration sensor for
1-axis or 2-axis detection.

[0139] The gyrosensor 64 is provided inside the housing 50
for detecting angular velocities about the three axes, i.e., the
x-axis, the y-axis and the z-axis. Angular velocity data rep-
resenting the detected angular velocities is outputted to the Ul
controller 65. Control instructions for the gyrosensor 64 are
outputted from the Ul controller 65 to the gyrosensor 64. The
number and combination of gyrosensors used for detecting
angular velocities about three axes may be any number and
combination, and the gyrosensor 64 may be formed by a
2-axis gyrosensor and a 1-axis gyrosensor, as is the gyrosen-
sor 48. The gyrosensor 64 may be a gyrosensor for 1-axis or
2-axis detection.

[0140] The UI controller 65 outputs, to the codec LSI 66,
operation data including touch position data, stick data,
operation button data, azimuthal direction data, acceleration
data, and angular velocity data received from various com-
ponents described above. If another device is connected to the
terminal device 7 via the extension connector 58, data repre-
senting an operation(s) performed on the other device may be
further included in the operation data.

[0141] The codec LSI 66 is a circuit for performing a com-
pression process on data to be transmitted to the game device
3, and an expansion (decompression) process on data trans-
mitted from the game device 3. The LCD 51, the camera 56,
the sound IC 68, the wireless module 70, the flash memory 73,
and the infrared communication module 72 are connected to
the codec LSI1 66. The codec LSI 66 includes a CPU 77 and an
internal memory 78. While the terminal device 7 does not
itself perform game processes, the terminal device 7 needs to
execute a minimal program for the management thereof and
for the communication. When the terminal device 7 is started
up, a program stored in the flash memory 73 is read out to the
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internal memory 78 and executed by the CPU 77 upon power-
up. Some area of the internal memory 78 is used as the VRAM
for the LCD 51.

[0142] The camera 56 captures an image in response to an
instruction from the game device 3, and outputs the captured
image data to the codec LSI 66. Control instructions for the
camera 56, such as an image-capturing instruction, are out-
putted from the codec LSI 66 to the camera 56. Camera 56 can
also record video. That is, the camera 56 can repeatedly
capture images and repeatedly output the image data to the
codec LSI 66.

[0143] The sound IC 68 is a circuit connected to the speaker
67 and the microphone 69 for controlling input/output of
sound data to/from the speaker 67 and the microphone 69.
That is, when sound data is received from the codec LSI 66,
the sound IC 68 outputs sound signals obtained by perform-
ing D/A conversion on the sound data to the speaker 67 so that
sound is outputted from the speaker 67. The microphone 69
detects sounds propagated to the terminal device 7 (the sound
of'the user, etc.), and outputs sound signals representing such
sounds to the sound IC 68. The sound IC 68 performs A/D
conversion on the sound signals from the microphone 69 to
output sound data of a predetermined format to the codec LSI
66.

[0144] The codec LSI 66 transmits, as terminal operation
data, image data from the camera 56, sound data from the
microphone 69 and operation data from the UI controller 65
to the game device 3 via the wireless module 70. In the present
example embodiment, the codec L.SI 66 performs a compres-
sion process similar to that of the codec L.SI 27 on the image
data and the sound data. The terminal operation data and the
compressed image data and sound data are outputted, as
transmit data, to the wireless module 70. The antenna 71 is
connected to the wireless module 70, and the wireless module
70 transmits the transmit data to the game device 3 via the
antenna 71. The wireless module 70 has a similar function to
that of the terminal communication module 28 of the game
device 3. That is, the wireless module 70 has a function of
connecting to a wireless LAN by a scheme in conformity with
the IEEE 802.11n standard, for example. The transmitted data
may be encrypted as necessary or may not be encrypted.
[0145] As described above, the transmit data transmitted
from the terminal device 7 to the game device 3 includes
operation data (the terminal operation data), image data, and
sound data. In a case in which another device is connected to
the terminal device 7 via the extension connector 58, data
received from the other device may be further included in the
transmit data. The infrared communication module 72 estab-
lishes infrared communication in conformity with the IRDA
standard, for example, with the other device. The codec LSI
66 may transmit, to the game device 3, data received via
infrared communication while it is included in the transmit
data as necessary.

[0146] As described above, compressed image data and
sound data are transmitted from the game device 3 to the
terminal device 7. These data are received by the codec LS1 66
via the antenna 71 and the wireless module 70. The codec LSI
66 expands (decompresses) the received image data and
sound data. The expanded image data is outputted to the LCD
51, and images are displayed on the LCD 51. The expanded
sound data is outputted to the sound IC 68, and the sound IC
68 outputs sounds from the speaker 67.

[0147] In a case in which control data is included in data
received from the game device 3, the codec L.SI 66 and the Ul
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controller 65 give control instructions to various sections in
accordance with the control data. As described above, the
control data is data representing control instructions for the
components of the terminal device 7 (the camera 56, the touch
panel controller 61, the marker section 55, sensors 62 to 64,
and the infrared communication module 72 in the present
example embodiment). In the present example embodiment,
control instructions represented by control data may be
instructions to activate the operation of the components or
deactivate (stop) the operation thereof. That is, components
that are not used in a game may be deactivated in order to
reduce the power consumption, in which case it is ensured
that data from the deactivated components are not included in
the transmit data transmitted from the terminal device 7 to the
game device 3. For the marker section 55, which is an infrared
LED, the control can be done simply by turning ON/OFF the
power supply thereto.

[0148] While the terminal device 7 includes operation
mechanisms such as the touch panel 52, the analog stick 53
and the operation button 54, as described above, in other
embodiments, other operation mechanisms may be included
instead of, or in addition to, these operation mechanisms.
[0149] While the terminal device 7 includes the magnetic
sensor 62, the acceleration sensor 63 and the gyrosensor 64 as
sensors for calculating movement of the terminal device 7
(including aspects of the position and the attitude thereof, or
changes in aspects of the position and the attitude thereof), it
may only include one or two of these sensors in other embodi-
ments. In other embodiments, other sensors (e.g., sonic trans-
ducers) may be included instead of, or in addition to, these
Sensors.

[0150] While the terminal device 7 includes the camera 56
and the microphone 69, it may not include the camera 56 and
the microphone 69 or it may include only one of them in other
embodiments.

[0151] While the terminal device 7 includes the marker
section 55 as a configuration for calculating the positional
relationship between the terminal device 7 and the controller
5 (aspects of the position such as distance and/or roll, etc., of
the terminal device 7 as seen from the controller 5), it may not
include the marker section 55 in other embodiments. In other
embodiments, the terminal device 7 may include other
mechanisms or arrangements as a configuration for calculat-
ing the positional relationship. For example, in other embodi-
ments, the controller 5 may include a marker section, and the
terminal device 7 may include an image-capturing element.
Moreover, in such a case, the marker device 6 may include an
image-capturing element, instead of an infrared LED.
[0152] [5. Example Game Process]

[0153] Next, the details of the game processes performed in
the present example game system will be described. First,
various example data used in the game processes will be
described. FIG. 11 is a table showing various example data
used in the game processes. FIG. 11 is a table showing pri-
mary data to be stored in the main memory (the external main
memory 12 or the internal main memory 11e) of the game
device 3. As shown in FIG. 11, the main memory of the game
device 3 stores a game program 90, receive data 91, and
process data 106. In addition to those shown in FIG. 11, the
main memory also stores other data necessary for the game,
such as image data of various objects appearing in the game,
and sound data used in the game, etc.

[0154] Atanappropriate point in time after the power of the
game device 3 is turned ON; a part or whole of the game
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program 90 is loaded from the optical disc 4 and stored in the
main memory. The game program 90 may be obtained from
the flash memory 17 or an external device of the game device
3 (e.g., via the Internet), instead of from the optical disc 4. A
part of the game program 90 (e.g., a program for calculating
the attitude of the controller 5 and/or the terminal device 7)
may be pre-stored in the game device 3.

[0155] The receive data 91 are various data received from
the controller 5 and the terminal device 7. The receive data 91
includes controller operation data 92, terminal operation data
97, camera image data 104, and microphone sound data 105.
Ifa plurality of controllers 5 are connected, there is a plurality
of controller operation data 92. If a plurality of terminal
devices 7 are connected, there are a plurality of terminal
operation data 97, a plurality of camera image data 104, and
a plurality of microphone sound data 105.

[0156] The controller operation data 92 is data representing
operations performed by the user (player) on the controller 5.
The controller operation data 92 is transmitted from the con-
troller 5 to the game device 3 and stored in the main memory.
The controller operation data 92 includes first operation but-
ton data 93, first acceleration data 94, first angular velocity
data 95, and marker coordinate data 96. The main memory
may store a predetermined number of latest (most recently
obtained) sets of controller operation data.

[0157] The first operation button data 93 is data represent-
ing the input status of the operation buttons 32a to 32/ pro-
vided on the controller 5. Specifically, the first operation
button data 93 represents whether each of the operation but-
tons 32a to 32i is pressed.

[0158] Thefirstacceleration data 94 is data representing the
acceleration (acceleration vector) detected by the accelera-
tion sensor 37 of the controller 5. While the first acceleration
data 94 herein represents three-dimensional acceleration of
which each component is the acceleration for one of the three
axes of X, Y and Z shown in FIG. 3, it may represent accel-
eration for any one or more directions in other embodiments.
[0159] The first angular velocity data 95 is data represent-
ing the angular velocity detected by the gyrosensor 48 in the
controller 5. While the first angular velocity data 95 herein
represents angular velocity about each of the three axes of X,
Y and Z shown in FIG. 3, it may represent angular velocity
about any one or more axes in other embodiments.

[0160] The marker coordinate data 96 is data representing
coordinates calculated by the image processing circuit 41 of
the image capturing/processing section 35, i.e., the marker
coordinates described above. The marker coordinates are
expressed in a two-dimensional coordinate system for repre-
senting a position on a plane corresponding to the captured
image, and the marker coordinate data 96 represents coordi-
nate values in the two-dimensional coordinate system.
[0161] The controller operation data 92 may be data repre-
senting operations by the user operating the controller 5, and
may be data including only some of the data 93 t0 96. In a case
in which the controller 5 includes other input mechanisms
(e.g., a touch panel or an analog stick, etc.), the controller
operation data 92 may include data representing operations
performed on the other input mechanisms. In a case in which
the movement of the controller 5 itself is used as a game
operation as in the present example embodiment, the control-
ler operation data 92 includes data whose value changes in
accordance with the movement of the controller 5 itself, as is
the first acceleration data 94, the first angular velocity data 95
or the marker coordinate data 96.
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[0162] The terminal operation data 97 is data representing
operations performed by the user on the terminal device 7.
The terminal operation data 97 is transmitted from the termi-
nal device 7 and obtained by the game device 3 to be stored in
the main memory. The terminal operation data 97 includes
second operation button data 98, stick data 99, touch position
data 100, second acceleration data 101, second angular veloc-
ity data 102, and azimuthal direction data. The main memory
may store a predetermined number of latest (most recently
obtained) sets of terminal operation data.

[0163] The second operation button data 98 is data repre-
senting the input status of the operation buttons 54A to 541,
provided on the terminal device 7. Specifically, the second
operation button data 98 represents whether each of the
operation buttons 54 A to 54L is pressed.

[0164] The stick data 99 is data representing the direction
and the amount of slide (or tilt) of the stick portion of the
analog stick 53 (the analog sticks 53A and 53B). The direc-
tion and the amount may be represented as two-dimensional
coordinates or a two-dimensional vector, for example.
[0165] The touch position data 100 is data representing the
position (touch position) on the input surface of the touch
panel 52 at which an input is made. In the present example
embodiment, the touch position data 100 represents coordi-
nate values in a two-dimensional coordinate system for rep-
resenting a position on the input surface. In a case in which the
touch panel 52 is of a multi-touch type, the touch position data
100 may represent a plurality of touch positions.

[0166] The second acceleration data 101 is data represent-
ing the acceleration (acceleration vector) detected by the
acceleration sensor 63. While the second acceleration data
101 represents three-dimensional acceleration of which each
component is the acceleration for one of the three axes of x, y
and z shown in FIG. 8 in the present example embodiment, it
may represent acceleration for any one or more directions in
other embodiments.

[0167] The second angular velocity data 102 is data repre-
senting the angular velocity detected by the gyrosensor 64.
While the second angular velocity data 102 represents angu-
lar velocity about each of the three axes of x, y and z shown in
FIG. 8 in the present example embodiment, it may represent
angular velocity about any one or more axes in other embodi-
ments.

[0168] Azimuthal direction data 103 is data representing
the azimuthal direction detected by the magnetic sensor 62. In
the present example embodiment, the azimuthal direction
data 103 represents the direction of a predetermined azi-
muthal direction (e.g., north) with respect to the terminal
device 7. However, in a place where there is a magnetic field
other than the geomagnetic field, the azimuthal direction data
103 does not strictly represent the absolute azimuthal direc-
tion (e.g., north). Nevertheless, it represents a relative direc-
tion of the terminal device 7 with respect to the direction of
the (local) magnetic field in that place, and it is therefore
possible to calculate the change in the attitude of the terminal
device 7 even in such cases.

[0169] The terminal operation data 97 may be data repre-
senting operations performed by the user on the terminal
device 7, and may be data including only one of the data 98 to
103 described above. In a case in which the terminal device 7
includes other input mechanisms (e.g., a touch pad, image-
capturing section of the controller 5, etc.), the terminal opera-
tion data 97 may include data representing operations per-
formed on the other input mechanisms. In a case in which the
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movement of the terminal device 7 itself is used as a game
operation as in the present example embodiment, the terminal
operation data 97 includes data whose value changes in accor-
dance with the movement of the terminal device 7 itself, as is
the second acceleration data 101, the second angular velocity
data 102 or the azimuthal direction data 103.

[0170] The camera image data 104 is data representing
images (camera images) captured by the camera 56 of the
terminal device 7. The camera image data 104 is image data
obtained by the codec LSI 27 expanding the compressed
image data from the terminal device 7, and the data is stored
in the main memory by the input/output processor 11a. The
main memory may store a predetermined number of latest
(most recently obtained) sets of camera image data.

[0171] The microphone sound data 105 is data representing
sounds (microphone sounds) detected by the microphone 69
of the terminal device 7. The microphone sound data 105 is
sound data obtained by the codec L.S1 27 expanding the com-
pressed sound data transmitted from the terminal device 7,
and the data is stored in the main memory by the input/output
processor 11a.

[0172] The process data 106 is data used in the game pro-
cesses (FIG. 12) to be described below. The process data 106
includes control data 107, controller attitude data 108, termi-
nal attitude data 109, image recognition data 110, and sound
recognition data 111. In addition to those shown in FIG. 11,
the process data 106 also includes various data used in the
game processes, such as data representing various parameters
set for various objects appearing in the game.

[0173] The control data 107 is data representing control
instructions for the components of the terminal device 7. For
example, the control data 107 represents an instruction for
controlling the lighting of the marker section 55, an instruc-
tion for controlling the image-capturing operation of the cam-
era 56, etc. The control data 107 is transmitted to the terminal
device 7 at an appropriate point in time.

[0174] The controller attitude data 108 is data representing
the attitude of the controller 5. In the present example
embodiment, the controller attitude data 108 is calculated
based on the first acceleration data 94, the first angular veloc-
ity data 95 and the marker coordinate data 96 included in the
controller operation data 92. The method for calculating the
controller attitude data 108 will be described below in step
S23.

[0175] The terminal attitude data 109 is data representing
the attitude of the terminal device 7. In the present example
embodiment, the terminal attitude data 109 is calculated
based on the second acceleration data 101, the second angular
velocity data 102 and the azimuthal direction data 103
included in the terminal operation data 97. The method for
calculating the terminal attitude data 109 will be described
below in step S24.

[0176] The image recognition data 110 is data representing
the results of a predetermined image recognition process for
the camera image(s). The image recognition process may be
any process as long as it detects any feature of the camera
image(s) to output the results of the detection, and may be, for
example, a process of extracting a predetermined object (e.g.,
the face of the user, a marker, etc.) from the camera image(s)
and calculating information regarding the extracted object.
[0177] The sound recognition data 111 is data representing
the results of a predetermined sound recognition process for
the microphone sound(s). The sound recognition process may
be any process as long as it detects any feature from the
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microphone sound(s) to output the results of the detection,
and may be, for example, a process of detecting words of the
user or a process of simply outputting the sound volume.
[0178] Next, with reference to FIG. 12, the details of the
example game process performed by the game device 3 will
be described. FIG. 12 is a main flow chart showing the flow of
the example game processes performed by the game device 3.
When the power of the game device 3 is turned ON, the CPU
10 of the game device 3 executes a boot program stored in a
boot ROM (not shown), so as to initialize each unit, including
the main memory. Then, the game program stored in the
optical disc 4 is loaded to the main memory, and the CPU 10
starts executing the game program. The game device 3 may be
configured to execute the game program stored in the optical
disc 4 immediately after power-up, or it may be configured so
that a built-in program is executed after power-up for display-
ing a predetermined menu screen first, and then the game
program stored in the optical disc 4 is executed when the start
of'the game is instructed by the user by a menu selection, for
example. The flow chart of FIG. 12 is a flow chart showing the
process to be performed after processes described above are
completed.

[0179] The process of the steps of the flow chart shown in
FIG. 12 is merely illustrative, and the order of steps to be
performed may be switched around as long as similar results
are obtained. The values of the variables, and the threshold
values used in determination steps are also merely illustrative,
and other values may be used as necessary. While the present
example embodiment is described while assuming that the
processes of the steps of the flow chart are performed by the
CPU 10, processes of some of the steps may be performed by
a processor or a dedicated circuit other than the CPU 10.
[0180] First, in step S1, the CPU 10 performs an initializa-
tion process. The initialization process is, for example, a
process of constructing a virtual game space, placing objects
appearing in the game space at their initial positions, and
setting initial values of various parameters used in the game
processes.

[0181] In the present example embodiment, in the initial-
ization process, the CPU 10 controls the lighting of the
marker device 6 and the marker section 55 based on the type
of the game program. Here, the game system 1 has two
image-capturing objects for the image-capturing section of
the controller 5 (the image capturing/processing section 35),
i.e., the marker device 6 and the marker section 55 of the
terminal device 7. Either or both of the marker device 6 and
the marker section 55 may be used, depending on the content
of the game (the type of the game program). The game pro-
gram 90 includes data indicating whether each of the marker
device 6 and the marker section 55 should be lit. The CPU 10
reads out this data to determine whether or not to light them.
When lighting the marker device 6 and/or the marker section
55, the following process is performed.

[0182] That is, when lighting the marker device 6, the CPU
10 transmits, to the marker device 6, a control signal for
lighting the infrared LEDs of the marker device 6. The trans-
mission of the control signal may be simply supplying the
power. In response to this, the infrared LEDs of the marker
device 6 are lit. On the other hand, when lighting the marker
section 55, the CPU 10 generates control data for lighting the
marker section 55 and stores the data in the main memory.
The generated control data is transmitted to the terminal
device 7 in step S10 to be described below. The control data
received by the wireless module 70 of the terminal device 7 is
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sent to the Ul controller 65 via the codec LSI 66, and the Ul
controller 65 gives a lighting instruction to the marker section
55. This lights the infrared LEDs of the marker section 55.
While a case in which the marker device 6 and the marker
section 55 are lit has been described above, the marker device
6 and the marker section 55 can be turned off through a similar
process to the process of lighting them.

[0183] The process of step S2 is performed, following step
S1 described above. Thereafter, the process loop including a
series of processes of steps S2 to S11 is repeatedly performed
atarate of once per a predetermined amount of time (e.g., one
frame period).

[0184] Instep S2, the CPU 10 obtains controller operation
data transmitted from the controller 5. Since the controller 5
repeatedly transmits the controller operation data to the game
device 3, the controller operation data is successively
received by the controller communication module 19 in the
game device 3, and the received controller operation data is
successively stored in the main memory by the input/output
processor 11a. The transmission/reception interval is prefer-
ably shorter than the game process time, and is, for example,
Vaoo sec. In step S2, the CPU 10 reads out the latest (most
recently received) controller operation data 92 from the main
memory. The process of step S3 is performed, following step
S2.

[0185] In step S3, the CPU 10 obtains various data trans-
mitted from the terminal device 7. Since the terminal device 7
repeatedly transmits the terminal operation data, the camera
image data and the microphone sound data to the game device
3, the game device 3 successively receives these data. In the
game device 3, the terminal communication module 28 suc-
cessively receives these data, and the camera image data and
the microphone sound data are successively expanded (de-
compressed) by the codec LSI 27. Then, the input/output
processor 11a successively stores the terminal operation data,
the camera image data and the microphone sound data in the
main memory. In step S3, the CPU 10 reads out the latest
(most recently received) terminal operation data 97 from the
main memory. The process of step S4 is performed, following
step S3.

[0186] In step S4, the CPU 10 performs the game control
process. The game control process is a process for allowing
the game to progress by, for example, performing processes
such as controlling the action of an object in the game space
in accordance with the game operation by the user. In the
present example embodiment, the user can play various
games by using the controller 5 and/or the terminal device 7.
Now, with reference to FIG. 13, the game control process will
be described.

[0187] FIG. 13 is a flow chart showing the detailed flow of
an example game control process. While the series of pro-
cesses shown in FIG. 13 are various processes that can be
performed in a case in which the controller 5 and the terminal
device 7 are used as controller devices, it is not necessary to
perform all of the processes, and only some of the processes
may be performed depending on the type and content of the
game.

[0188] In the game control process, first, in step S21, the
CPU 10 determines whether or not to change the marker to be
used. In the present example embodiment, the process of
controlling the lighting of the marker device 6 and the marker
section 55 is performed at the start of the game process (step
S1), as described above. Here, depending on the game, a
marker or markers to be used (lit) among the marker device 6
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and the marker section 55 may be changed in the middle ofthe
game. It may be possible to use both the marker device 6 and
the marker section 55 depending on the game, but if they are
both lit, one of the markers may be erroneously detected for
the other marker. Therefore, there are cases in which it is
preferred to switch between the markers during the game so
that only one of them is lit. In view of such cases, the process
of'step S21 is a process of determining whether the marker to
be lit is changed in the middle of the game.

[0189] The determination of step S21 can be made by the
following method, for example. Thatis, the CPU 10 can make
the determination based on whether the game status (the stage
of the game, the object to be controlled, etc.) has changed.
When the game status changes, the control method may be
switched between a control method in which the controller 5
is controlled facing the marker device 6, and a control method
in which the controller 5 is controlled facing the marker
section 55. The CPU 10 can make the determination based,
for example, on the attitude of the controller 5. That is, the
determination can be made based on whether the controller 5
is facing the marker device 6 or facing the marker section 55.
The attitude of the controller 5 can be calculated based on the
detection results of the acceleration sensor 37 and the
gyrosensor 48, for example (see step S23 to be described
later). The CPU 10 can make the determination based on
whether there has been an instruction of change from the user.
[0190] Ifthe determination result of step S21 is affirmative,
the process of step S22 is performed. On the other hand, if the
determination result of step S21 is negative, the process of
step S22 is skipped and the process of step S23 is performed.
[0191] Instep S22, the CPU 10 controls the lighting of the
marker device 6 and the marker section 55. That is, it changes
the lighting status of the marker device 6 and/or the marker
section 55. The specific process of lighting or turning off the
marker device 6 and/or the marker section 55 can be per-
formed in a similar manner to that of step S1. The process of
step S23 is performed, following step S22.

[0192] As described above, according to the present
example embodiment, the light emission (lighting) of the
marker device 6 and the marker section 55 can be controlled
depending on the type of the game program through the
process of step S1, and the light emission (lighting) of the
marker device 6 and the marker section 55 can be controlled
in accordance with the game status through the process of
steps S21 and S22.

[0193] Instep S23,the CPU 10 calculates the attitude ofthe
controller 5. In the present example embodiment, the attitude
ofthe controller 5 is calculated based on the first acceleration
data 94, the first angular velocity data 95 and the marker
coordinate data 96. The method for calculating the attitude of
the controller 5 will now be described. In this present example
embodiment, certain assumptions may be made in this calcu-
lating. For example, as noted below, it may be assumed that
the controller 5 is located in front of the marker device 6.
[0194] First, the CPU 10 calculates the attitude of the con-
troller 5 based on the first angular velocity data 95 stored in
the main memory. While the method for calculating the atti-
tude of the controller 5 from the angular velocity may be any
method, the attitude is calculated using the previous attitude
(the attitude calculated in a previous iteration) and the current
angular velocity (the angular velocity obtained in step S2 ina
current iteration of the process loop). Specifically, the CPU 10
calculates the attitude by rotating the previous attitude by a
unittime’s worth of the current angular velocity. The previous
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attitude is represented by the controller attitude data 108
stored in the main memory, and the current angular velocity is
represented by the first angular velocity data 95 stored in the
main memory. Therefore, the CPU 10 reads out the controller
attitude data 108 and the first angular velocity data 95 from
the main memory to calculate the attitude of the controller 5.
The data representing the attitude based on the angular veloc-
ity calculated as described above is stored in the main
memory.

[0195] Where the attitude is calculated from the angular
velocity, it is preferred that an initial attitude is set. That is,
where the attitude of the controller 5 is calculated from the
angular velocity, the CPU 10 initially calculates the initial
attitude of the controller 5. The initial attitude of the controller
5 may be calculated based on the acceleration data, or the
player may be prompted to perform a predetermined opera-
tion with the controller 5 in a particular attitude so that the
particular attitude at the point in time when the predetermined
operation is performed is used as the initial attitude. While it
is preferred to calculate the initial attitude in a case in which
the attitude of the controller 5 is calculated as an absolute
attitude with respect to a predetermined direction in the space,
the initial attitude may not be calculated in a case in which the
attitude of the controller 5 is calculated as a relative attitude
with respect to the attitude of the controller 5 at the start of the
game, for example.

[0196] Next, the CPU 10 corrects the attitude of the con-
troller 5 calculated based on the angular velocity by using the
first acceleration data 94. Specifically, the CPU 10 first reads
out the first acceleration data 94 from the main memory and
calculates the attitude of the controller 5 based on the first
acceleration data 94. Here, in a state in which the controller 5
is substantially stationary, the acceleration acting upon the
controller 5 means the gravitational acceleration. Therefore,
in this state, the direction ofthe gravitational acceleration (the
direction of gravity) can be calculated by using the first accel-
eration data 94 outputted from the acceleration sensor 37, and
it is therefore possible to calculate the direction (attitude) of
the controller 5 with respect to the direction of gravity based
on the first acceleration data 94. The data representing the
attitude based on the acceleration calculated as described
above is stored in the main memory.

[0197] After calculating the attitude based on the accelera-
tion, the CPU 10 then corrects the attitude based on the
angular velocity by using the attitude based on the accelera-
tion. Specifically, the CPU 10 reads out data representing the
attitude based on the angular velocity and data representing
the attitude based on the acceleration from the main memory,
and makes a correction such that the attitude based on the
angular velocity data is brought closer to the attitude based on
the acceleration data at a predetermined rate. The predeter-
mined rate may be a predetermined fixed value, and may be
set in accordance with the acceleration represented by the first
acceleration data 94, etc. With the attitude based on the accel-
eration, the attitude cannot be calculated for the rotation
direction about the direction of gravity, and therefore the CPU
10 may not make a correction for the rotation direction. In the
present example embodiment, data representing the corrected
attitude obtained as described above is stored in the main
memory.

[0198] After the attitude based on the angular velocity is
corrected as described above, the CPU 10 further corrects the
corrected attitude using the marker coordinate data 96. First,
the CPU 10 calculates the attitude of the controller 5 based on
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the marker coordinate data 96 (the attitude based on marker
coordinates). Since the marker coordinate data 96 represents
positions of the markers 6R and 61, within the captured
image, the attitude of the controller 5 can be calculated for the
roll direction (the rotation direction about the Z axis) from
these positions. That is, the attitude of the controller 5 for the
roll direction can be calculated from the gradient of the
straight line connecting between the position of the marker
6R and the position of the marker 61, within the captured
image. In a case in which the position of the controller 5 with
respect to the marker device 6 can be identified (e.g., a case in
which it can be assumed that the controller 5 is located in front
of'the marker device 6), the attitude of the controller 5 for the
pitch direction and that for the yaw direction can be calculated
from the position of the marker device 6 within the captured
image. For example, when the positions of the markers 6R
and 6L move to the left within the captured image, it can be
determined that the controller 5 has changed its orientation/
attitude to the right. Thus, the attitude of the controller 5 for
the pitch direction and that for the yaw direction can be
calculated from the positions of the marker 6R and the marker
6L. As described above, it is possible to calculate the attitude
of the controller 5 based on the marker coordinate data 96.

[0199] After the attitude based on marker coordinates is
calculated, the CPU 10 next corrects the corrected attitude
(the attitude which has been corrected by the attitude based on
the acceleration) by the attitude based on marker coordinates.
That is, the CPU 10 makes a correction such that the corrected
attitude is brought closer to the attitude based on marker
coordinates at a predetermined rate. The predetermined rate
may be a predetermined fixed value. The correction by the
attitude based on marker coordinates may be made only for
any one or two of the roll direction, the pitch direction and the
yaw direction. For example, where the marker coordinate
data 96 is used, since it is possible to calculate the attitude
with high precision for the roll direction, the CPU 10 may
make the correction using the attitude based on the marker
coordinate data 96 only for the roll direction. If the image-
capturing element 40 of the controller 5 does not capture the
image of the marker device 6 or the marker section 55, itis not
possible to calculate the attitude based on the marker coordi-
nate data 96, and therefore the correction process using the
marker coordinate data 96 may not be performed in such a
case.

[0200] In the above description, the CPU 10 corrects the
first attitude of the controller 5 calculated based on the first
angular velocity data 95 using the first acceleration data 94
and the marker coordinate data 96. Here, with the method
using the angular velocity, among the methods for calculating
the attitude of the controller 5, it is possible to calculate the
attitude no matter how the controller 5 is moving. On the other
hand, with the method using the angular velocity, since the
attitude is calculated by cumulatively adding the succes-
sively-detected angular velocities, accumulation of errors, or
the like, may lead to poor precision, and a so-called “tem-
perature drift” problem may deteriorate the precision of the
gyrosensor. With the method using the acceleration, errors do
not accumulate, but it is not possible to calculate the attitude
with high precision in a state in which the controller 5 is being
moved violently (since the direction of gravity cannot be
detected accurately). With the method using marker coordi-
nates, the attitude can be calculated with high precision (par-
ticularly for the roll direction), but it is not possible to calcu-
late the attitude in a state in which it is not possible to capture
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an image of the marker section 55. As opposed to this, the
attitude of the controller 5 can be calculated more accurately
in the present example embodiment since three different
methods with different characteristics are used as described
above. In other embodiments, the attitude may be calculated
by using any one or two of the three methods described above.
Where the lighting of the markers is controlled in the process
of'step S1 or S22, it is preferred that the CPU 10 calculates the
attitude of the controller 5 using at least marker coordinates.

[0201] Theprocess of step S24 is performed, following step
S23. In step S24, the CPU 10 calculates the attitude of the
terminal device 7. That is, since the terminal operation data 97
obtained from the terminal device 7 includes the second
acceleration data 101, the second angular velocity data 102,
and the azimuthal direction data 103, the CPU 10 calculates
the attitude of the terminal device 7 based on these data. Here,
the CPU 10 can know the amount of rotation per unit time (the
amount of change of the attitude) of the terminal device 7
from the second angular velocity data 102. In a state in which
the terminal device 7 is substantially stationary, the accelera-
tion acting upon the terminal device 7 means the gravitational
acceleration, and it is therefore possible to know, from the
second acceleration data 101, the direction of gravity acting
upon the terminal device 7 (i.e., the attitude of the terminal
device 7 with respect to the direction of gravity). Itis possible
to know, from the azimuthal direction data 103, a predeter-
mined azimuthal direction with respect to the terminal device
7 (i.e., the attitude of the terminal device 7 with respect to a
predetermined azimuthal direction). Even in a case in which
there is a magnetic field other than the geomagnetic field, it is
possible to know the amount of rotation of the terminal device
7. Therefore, the CPU 10 can calculate the attitude of the
terminal device 7 based on the second acceleration data 101,
the second angular velocity data 102 and the azimuthal direc-
tion data 103. While the attitude of the terminal device 7 is
calculated based on the three data in the present example
embodiment, the attitude may be calculated based on one or
two of the three data in other embodiments.

[0202] While the specific method for calculating the atti-
tude of the terminal device 7 may be any method, it is for
example a method in which the attitude calculated based on
the angular velocity represented by the second angular veloc-
ity data 102 is corrected using the second acceleration data
101 and the azimuthal direction data 103. Specifically, the
CPU 10 first calculates the attitude of the terminal device 7
based on the second angular velocity data 102. The method
for calculating the attitude based on angular velocity may be
similar to the method of step S23. Next, the CPU 10 corrects
the attitude calculated based on the angular velocity by the
attitude calculated based on the second acceleration data 101
and/or the attitude calculated based on the azimuthal direc-
tion data 103 at an appropriate point in time (e.g., when the
terminal device 7 is close to being stationary). The method for
correcting the attitude based on the angular velocity by the
attitude based on the acceleration may be similar to the
method for calculating the attitude of the controller 5
described above. In a case in which the attitude based on the
angular velocity is corrected by the attitude based on the
azimuthal direction data, the CPU 10 may bring the attitude
based on the angular velocity closer to the attitude based on
the azimuthal direction data at a predetermined rate. As
described above, the CPU 10 can accurately calculate the
attitude of the terminal device 7.
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[0203] Since the controller 5 includes the image capturing/
processing section 35 which is an infrared detector, the game
device 3 can obtain the marker coordinate data 96. On the
other hand, the terminal device 7 does not include an infrared
detector such as the image capturing/processing section 35.
The game device 3 cannot know, only from the second accel-
eration data 101 and the second angular velocity data 102, the
absolute attitude in the real space for the rotation direction
about the direction of gravity. In view of this, the present
example embodiment employs a configuration in which the
terminal device 7 includes the magnetic sensor 62, and the
game device 3 obtains the azimuthal direction data 103. Then,
for the rotation direction about the direction of gravity, the
game device 3 can calculate the absolute attitude in real space
from the azimuthal direction data 103, and it is possible to
more accurately calculate the attitude of the terminal device
7

[0204] As a specific process of step S24, the CPU 10 reads
out the second acceleration data 101, the second angular
velocity data 102, and the azimuthal direction data 103 from
the main memory, and calculates the attitude of the terminal
device 7 based on these data. Then, the calculated data rep-
resenting the attitude of the terminal device 7 is stored in the
main memory as the terminal attitude data 109. The process of
step S25 is performed, following step S24.

[0205] In step S25, the CPU 10 performs a recognition
process for a camera image. That is, the CPU 10 performs a
predetermined recognition process on the camera image data
104. The recognition process may be any process as long as it
detects any feature from the camera image to output the
results of the detection. For example, where the face of the
player is included in the camera image, it may be a process of
recognizing the face. Specifically, it may be a process of
detecting parts of the face (eyes, nose, mouth, etc.) or a
process of detecting the expression of the face. The data
representing the results of the recognition process is stored in
the main memory as the image recognition data 110. The
process of step S26 is performed, following step S25.
[0206] In step S26, the CPU 10 performs a recognition
process for microphone sounds. That s, the CPU 10 performs
a predetermined recognition process on the microphone
sound data 105. The recognition process may be any process
as long as it detects any feature from the microphone sounds
to output the results of the detection. For example, it may be
a process of detecting an instruction of the player from the
microphone sounds or a process of simply detecting the
sound volume of the microphone sounds. The data represent-
ing the results of the recognition process is stored in the main
memory as the sound recognition data 111. The process of
step S27 is performed, following step S26.

[0207] Instep S27, the CPU 10 performs the game process
in accordance with a game input(s). Herein, the game input
may be any data as long as it is data transmitted from the
controller 5 or the terminal device 7, or data obtained from
such data. Specifically, the game input may be any of various
data included in the controller operation data 92 and the
terminal operation data 97, as well as data obtained from such
data (the controller attitude data 108, the terminal attitude
data 109, the image recognition data 110, and the sound
recognition data 111). The content of the game process in step
S27 may be any content, and it may be, for example, a process
of controlling the action of an object (character) appearing in
the game, a process of controlling a virtual camera, or a
process of moving a cursor displayed on the screen. It may
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also be a process of using the camera image (or a portion
thereof) as a game image, a process of using the microphone
sound as a game sound, etc. Examples of the game process
will be described below. In step S27, data representing the
results of the game control process are stored in the main
memory, such as, for example, data of various parameters set
for the character (object) appearing in the game, data of
parameters regarding the virtual camera provided in the game
space, and score data. After step S27, the CPU 10 ends the
game control process of step S4.

[0208] Referring back to FIG. 12, in step S5, a television
game image to be displayed on the television 2 is generated by
the CPU 10 and the GPU 1154. That is, the CPU 10 and the
GPU 115 read out data representing the results of the game
control process of step S4 from the main memory and read out
data necessary for generating a game image from the VRAM
11d to generate a game image. The game image may be any
image as long as it represents the results of the game control
process of step S4, and it may be generated by any method.
For example, the game image generation method may be a
method in which a virtual camera is provided in the virtual
game space, and a three-dimensional CG image is generated
by calculating the game space as seen from the virtual cam-
era, or a method in which a two-dimensional image is gener-
ated (without using a virtual camera). The generated televi-
sion game image is stored in the VRAM 11d. The process of
step S6 is performed, following step S5.

[0209] Instep S6,aterminal game imageto be displayed on
the terminal device 7 is generated by the CPU 10 and the GPU
115. As with the television game image, the terminal game
image may be any image as long as it represents the results of
the game control process of step S4, and it may be generated
by any method. The terminal game image may be generated
by a method similar to that for the television game image or
may be generated by a different method. The generated ter-
minal game image is stored in the VRAM 11d. Depending on
the content of the game, the television game image and the
terminal game image may be the same, in which case it is not
necessary to perform the process of generating a game image
instep S6. The process of step S7 is performed, following step
S6.

[0210] In step S7, a television game sound to be outputted
to the speaker 24 of the television 2 is generated. That is, the
CPU 10 has the DSP 11c¢ generate a game sound in accor-
dance with the results of the game control process of step S4.
The generated game sound may be, for example, a sound
effect of the game, the voice of a character appearing in the
game, BGM, etc. The process of step S8 is performed, fol-
lowing step S7.

[0211] Instep S8, aterminal game sound to be outputted to
the speaker 67 of the terminal device 7 is generated. That is,
the CPU 10 has the DSP 11c¢ generate a game sound in
accordance with the results of the game control process of
step S4. The terminal game sound may be the same as, or
different from, the television game sound. They may be par-
tially different from each other, e.g., differing from each other
with the sound effect but being the same with the BGM. In a
case in which the television game sound and the terminal
game sound are the same, the game sound generating process
may not be performed in step S8. The process of step S9 is
performed, following step S8.

[0212] Instep S9, the CPU 10 outputs a game image and a
game sound to the television 2. Specifically, the CPU 10 sends
the data of the television game image stored inthe VRAM 114
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and the data of the television game sound generated by the
DSP 11c¢ in step S7 to the AV-IC 15. In response to this, the
AV-IC 15 outputs the image and sound data to the television
2 viathe AV connector 16. Thus, the television game image is
displayed on the television 2, and the television game sound is
outputted from the speaker 2a. The process of step S10 is
performed, following step S9.

[0213] Instep S10,the CPU 10 transmits a game image and
a game sound to the terminal device 7. Specifically, the image
data which is a terminal game image stored in the VRAM 114
and the sound data generated by the DSP 11¢ in step S8 are
sent by the CPU 10 to the codec LL.SI 27, and are subjected to
a predetermined compression process by the codec LSI 27.
Moreover, the image and sound data which have been sub-
jected to the compression process are transmitted by the ter-
minal communication module 28 to the terminal device 7 via
the antenna 29. The terminal device 7 receives the image and
sound data transmitted from the game device 3 by the wireless
module 70, and the data are subjected to a predetermined
expansion (decompression) process by the codec L.SI 66. The
image data which has been subjected to the expansion process
is outputted to the LCD 51, and the sound data which has been
subjected to the expansion process is outputted to the sound
IC 68. Thus, the terminal game image is displayed on the
LCD 51, and the terminal game sound is outputted from the
speaker 67. The process of step S11 is performed, following
step S10.

[0214] In step S11, the CPU 10 determines whether the
game should be ended. The determination of step S11 is made
based on, for example, whether the game is over, the user has
given an instruction to quit the game, etc. [fthe determination
result of step S11 is negative, the process of step S2 is per-
formed again. On the other hand, if the determination result of
step S11 is affirmative, the CPU 10 ends the game process
shown in FIG. 12. The series of processes through steps S2 to
S11 is repeatedly performed until it is determined in step S11
that the game should be ended. The game end process may
include, for example, processes for saving game data to a
memory card and the like.

[0215] Asdescribed above, in the present example embodi-
ment, the terminal device 7 includes the touch panel 52, and
an inertia sensor such as the acceleration sensor 63 and/or the
gyrosensor 64, and the outputs of the touch panel 52 and the
inertia sensor are transmitted as operation data to the game
device 3, and used as game inputs (steps S3 and S4). More-
over, the terminal device 7 includes a display device (the LCD
51), and game images obtained by the game process are
displayed on the LCD 51 (steps S6 and S10). Therefore, the
user can perform an operation of directly touching on the
game image using the touch panel 52, and an operation of
moving the LCD 51 itself on which the game image is dis-
played (since the movement of the terminal device 7 is
detected by the inertia sensor). With these operations, the user
can play a game with such gameplay as if the user were
directly operating the game image, and it is therefore possible
to provide a game with novel gameplay such as the first and
second game examples to be described below, for example.
[0216] Moreover, in the present example embodiment, the
terminal device 7 includes the analog stick 53 and the opera-
tion button 54 which can be operated while holding the ter-
minal device 7, and the game device 3 can use, as game inputs,
operations performed on the analog stick 53 and the operation
button 54 (steps S3 and S4). Therefore, even where the game
image is directly operated as described above, the user can
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perform a more detailed game operation through the button
operation and the stick operation.

[0217] Moreover, in the present example embodiment, the
terminal device 7 includes the camera 56 and the microphone
69, and data of the camera images captured by the camera 56
and data of the microphone sounds detected by the micro-
phone 69 are transmitted to the game device 3 (step S3).
Therefore, with the game device 3, since the camera images
and/or microphone sounds can be used as game inputs, the
user can perform game operations through an operation of
capturing an image(s) with the camera 56 or an operation of
inputting sound(s) to the microphone 69. Since these opera-
tions can be performed while holding the terminal device 7,
the user can perform a greater variety of game operations by
performing such operations when directly operating the game
image as described above.

[0218] In the present example embodiment, since a game
image is displayed on the LCD 51 which is the terminal
device 7 of a portable type (steps S6 and S10), the user can
freely position or place the terminal device 7. Therefore,
where the controller 5 is operated while being pointed toward
the marker, the user can play a game while pointing the
controller 5 toward an arbitrary direction by placing the ter-
minal device 7 at an arbitrary position, thus improving the
degree of freedom in the operation of the controller 5. Since
the terminal device 7 can be placed at an arbitrary position, it
is possible to provide a more realistic game by placing the
terminal device 7 at a position suitable for the content of the
game, as in the fifth game example to be described below, for
example.

[0219] According to the present example embodiment,
since the game device 3 obtains operation data, etc., from the
controller 5 and the terminal device 7 (steps S2 and S3), the
user can use one or both of the controller 5 and the terminal
device 7 to provide operation inputs. Therefore, in the game
system 1, a game can be played with multiple users in which
the devices are used by a plurality of users (e.g., one user
using controller 5 and another user using terminal device 7),
or a game can be played with a single user using the two
devices.

[0220] According to the present example embodiment, the
game device 3 generates two types of game images (steps S5
and S6), and the game images are displayed on the television
2 and the terminal device 7 (steps S9 and S10). Thus, as the
two types of game images are displayed on different devices,
it is possible to provide game images that are easier for the
user to view, and it is possible to improve the playability of the
game. For example, where a game is played by two players, a
game image from a viewpoint that is easier for one user to
view may be displayed on the television 2 while a game image
from a viewpoint that is easier for the other user to view is
displayed on the terminal device 7, as in the third or fourth
game example to be described below, in which case each
player can play the game with a viewpoint that is easier for the
player to view. Even if the game is played by one player, for
example, if two types of game images are displayed from two
different viewpoints, as in the first, second and fifth game
examples to be described below, the player can more easily
grasp the state of the game space, and it is therefore possible
to improve the playability of the game.

[0221] [6. Game Examples]

[0222] Next, specific examples of games to be played on the
game system 1 will be described. The game examples
described below may not use some of the components of the
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devices in the game system 1 and may not perform some of
the series of processes shown in FIGS. 12 and 13. That is, the
game system 1 need not include all the components described
above, and the game device 3 may not perform some of the
series of processes shown in FIGS. 12 and 13.

[0223] (First Game Example)

[0224] The first game example is a game in which an object
(a shuriken, or a throwing star) is thrown in the game space by
operating the terminal device 7. The player can specify the
direction in which a shuriken is thrown through an operation
of changing the attitude of the terminal device 7 and an
operation of drawing a line on the touch panel 52.

[0225] FIG. 14 is a diagram showing the screen of the
television 2 and the terminal device 7 in the first game
example. In FIG. 14, a game image representing the game
space is displayed on the television 2 and the LCD 51 of the
terminal device 7. A shuriken 121, a control surface 122 and
a target 123 are displayed on the television 2. The control
surface 122 (and the shuriken 121) are displayed on the LCD
51. In the first game example, the player plays the game by
throwing the shuriken 121 at the target 123 through an opera-
tion using the terminal device 7.

[0226] When throwing the shuriken 121, the player first
changes the attitude of the control surface 122 provided in the
virtual game space to an intended attitude by changing or
varying the attitude of the terminal device 7. That is, the CPU
10 calculates the attitude of the terminal device 7 based on the
outputs of the inertia sensor (the acceleration sensor 63 and/or
the gyrosensor 64) and/or the magnetic sensor 62 (step S24),
and changes the attitude of the control surface 122 based on
the calculated attitude (step S27). In the first game example,
the attitude of the control surface 122 in the virtual game
space is controlled so as to be an attitude in accordance with
the attitude of the terminal device 7 in real space. That is, the
player can change the attitude of the control surface 122 inthe
game space by changing the attitude of the terminal device 7
(the control surface 122 displayed on the terminal device 7).
In the first game example, the position of the control surface
122 is fixed at a predetermined position in the game space.
[0227] Next, the player performs an operation of drawing
or forming a line on the touch panel 52 using a stylus 124,
finger or the like (see arrow shown in FIG. 14). Here, in the
first game example, the control surface 122 is displayed on the
LCD 51 of the terminal device 7 so that the input surface of
the touch panel 52 and the control surface 122 correspond to
each other. Therefore, based on the line drawn on the touch
panel 52, it is possible to calculate the direction on the control
surface 122 (the direction represented by the line). The shu-
riken 121 is thrown in a direction thus determined. As
described above, the CPU 10 performs a process of calculat-
ing the direction on the control surface 122 from the touch
position data 100 of the touch panel 52, and moving the
shuriken 121 in the calculated direction (step S27). The CPU
10 may control the speed of the shuriken 121 in accordance
with the length of the line or the speed at which the line is
drawn, for example.

[0228] As described above, in the first game example, the
game device 3 can move the control surface 122 in accor-
dance with the movement (attitude) of the terminal device 7
by using the output of the inertia sensor as a game input, and
identify the direction on the control surface 122 by using the
output of the touch panel 52 as a game input. Thus, the player
can move the game image displayed on the terminal device 7
(the image of the control surface 122) and perform a touch



US 2011/0190052 Al

operation on the game image, and can therefore play a game
with such novel gameplay as if the player were directly oper-
ating the game image.

[0229] In the first game example, it is possible to easily
specify a direction in a three-dimensional space by using
sensor outputs of the inertia sensor and the touch panel 52 as
a game input. That is, the player can easily specify a direction
with such an intuitive operation as if the player were actually
inputting a direction in the space, by actually adjusting the
attitude of the terminal device 7 with one hand while inputting
a direction with a line on the touch panel 52 with the other
hand. Moreover, since the player can perform the operation
on the attitude of the terminal device 7 and the input operation
on the touch panel 52 simultaneously in parallel to each other,
it is possible to quickly perform the operation of specifying a
direction in a three-dimensional space.

[0230] Inthe first game example, the control surface 122 is
displayed across the entire screen of the terminal device 7 so
as to facilitate the touch input operation on the control surface
122. On the other hand, the television 2 displays an image of
the game space including the entire control surface 122 and
the target 123 (see FIG. 14) so that it is easy to grasp the
attitude of the control surface 122 and aim at the target 123.
That is, in step S27, the first virtual camera for generating the
television game image is set so that the entire control surface
122 and the target 123 are included in the range of viewing
field, whereas the second virtual camera for generating the
terminal game image is set so that the screen of the LCD 51
(the input surface of the touch panel 52) and the control
surface 122 coincide with each other on the screen. Therefore,
in the first game example, images of the game space as seen
from different viewpoints are displayed on the television 2
and on the terminal device 7, thereby facilitating the game
operation.

[0231] (Second Game Example)

[0232] The game using sensor outputs of the inertia sensor
and the touch panel 52 as a game input is not limited to the first
game example described above, and may be any of various
game examples. As is the first game example, the second
game example is a game in which an object (cannonball) is
thrown in the game space by operating the terminal device 7.
The player can specity the direction in which the cannonball
is thrown through an operation of changing the attitude of the
terminal device 7 and an operation of specifying a position on
the touch panel 52.

[0233] FIG. 15 is a diagram showing the screen of the
television 2 and the terminal device 7 in the second game
example. In FIG. 15, a cannon 131, a cannonball 132 and a
target 133 are displayed on the television 2. The cannonball
132 and the target 133 are displayed on the terminal device 7.
The terminal game image displayed on the terminal device 7
is an image of the game space as seen from the position of the
cannon 131.

[0234] In the second game example, the player can change
the range of display to be displayed on the terminal device 7
as the terminal game image by changing or varying the atti-
tude of the terminal device 7. That is, the CPU 10 calculates
the attitude of the terminal device 7 based on the outputs of the
inertia sensors (the acceleration sensor 63 and/or the gyrosen-
sor 64) and/or the magnetic sensor 62 (step S24), and controls
the position and the attitude of the second virtual camera for
generating the terminal game image based on the calculated
attitude (step S27). Specifically, the second virtual camera is
placed at the position of the cannon 131 and the orientation/
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attitude thereof is controlled in accordance with the attitude
ofthe terminal device 7. Thus, the player can change the range
of the game space to be displayed on the terminal device 7 by
changing the attitude of the terminal device 7.

[0235] Inthe second game example, the player specifies the
direction in which the cannonball 132 is to be thrown by an
operation of inputting a point on the touch panel 52 (a touch
operation). Specifically, as the process of step S27, the CPU
10 calculates the position (control position) in the game space
corresponding to the touched position, and calculates, as the
throwing direction, the direction from a predetermined posi-
tion in the game space (e.g., the position of the cannon 131) to
the control position. Then, the CPU 10 performs a process of
moving the cannonball 132 in the throwing direction. Thus,
while the player performs an operation of drawing a line on
the touch panel 52 in the first game example, the player
performs an operation of specifying a point on the touch panel
52 in the second game example. The control position can be
calculated by setting a control surface similar to that of the
first game example (however, the control surface is not dis-
played in the second game example). That is, the position on
the control surface corresponding to the touched position can
be calculated as the control position by placing the control
surface in accordance with the attitude of the second virtual
camera so as to correspond to the display range of the terminal
device 7 (specifically, the control surface rotates about the
position of the cannon 131 in accordance with the change in
the attitude of the terminal device 7).

[0236] Inthe second game example, the game device 3 can
change the display range of the terminal game image in accor-
dance with the movement (attitude) of the terminal device 7
by using the output of the inertia sensor as a game input, and
can specify a direction in the game space (the direction in
which the cannonball 132 is thrown) by using the touch input
specifying a position within the display range as a game input.
Thus, also in the second game example, as in the first game
example, the player can move the game image displayed on
the terminal device 7 or perform a touch operation on the
game image, and can therefore play a game with such novel
gameplay as if the player were directly operating the game
image.

[0237] Also in the second game example, as in the first
game example, the player can easily specify a direction with
such an intuitive operation as if the player were actually
inputting a direction in the space, by actually adjusting the
attitude of the terminal device 7 with one hand while perform-
ing a touch input on the touch panel 52 with the other hand.
Moreover, since the player can perform an operation on the
attitude of the terminal device 7 and an input operation on the
touch panel 52 simultaneously in parallel to each other, it is
possible to quickly perform the operation of specifying a
direction in a three-dimensional space.

[0238] In the second game example, while the image dis-
played on the television 2 may be an image from the same
viewpoint as the terminal device 7, the game device 3 displays
an image from a different viewpoint in FIG. 15. That is, while
the second virtual camera for generating the terminal game
image is set at the position of the cannon 131, the first virtual
camera for generating the television game image is set at a
position behind the cannon 131. Here, for example, if a range
that cannot be seen on the screen of the terminal device 7 is
displayed on the television 2, it is possible to realize such
gameplay that the player aims at the target 133, which cannot
be seen on the screen of the terminal device 7, while looking
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at the screen of the television 2. Thus, by having different
display ranges for the television 2 and for the terminal device
7, it is possible not only to make it easier to grasp the state of
the game space but also to further improve the playability of
the game.

[0239] As described above, according to the present
example embodiment, since the terminal device 7 including
the touch panel 52 and the inertia sensor can be used as a
controller device, it is possible to realize a game with such
gameplay as if the player were directly operating the game
image, as in the first and second game examples.

[0240] (Third Game Example)

[0241] Referring now to FIGS. 16 and 17, the third game
example will be described. The third game example is a
baseball game in which two players compete with each other.
That is, the first player uses the controller 5 to control a batter,
while the second player uses the terminal device 7 to control
a pitcher. The television 2 and the terminal device 7 display
game images which are easy for the respective players to
perform operations with.

[0242] FIG. 16 is a diagram showing an example of a tele-
vision game image displayed on the television 2 in the third
game example. The television game image shown in FIG. 16
is animage primarily for the first player. That is, the television
game image represents the game space showing a pitcher
(pitcher object) 142 which is the object to be controlled by the
second player as seen from the side of a batter (batter object)
141 which is the object to be controlled by the first player. The
first virtual camera for generating the television game image
is placed at a position behind the batter 141 so as to be directed
from the batter 141 toward the pitcher 142.

[0243] On the other hand, FIG. 17 is a diagram showing an
example of a terminal game image displayed on the terminal
device 7 in the third game example. The terminal game image
shown in FIG. 17 is an image primarily for the second player.
That is, the terminal game image represents the game space
showing the batter 141 which is the object to be controlled by
the first player as seen from the side of the pitcher 142 which
is the object to be controlled by the second player. Specifi-
cally, in step S27, the CPU 10 controls the second virtual
camera used for generating the terminal game image based on
the attitude of the terminal device 7. The attitude of the second
virtual camera is calculated so as to correspond to the attitude
of the terminal device 7, as in the second game example
described above. The position of the second virtual camera is
fixed at a predetermined position. The terminal game image
includes a cursor 143 for indicating the direction in which the
pitcher 142 is throwing the ball.

[0244] The method by which the batter 141 is controlled by
the first player, and the method by which the pitcher 142 is
controlled by the second player may be any method. For
example, the CPU 10 may detect a swing operation on the
controller 5 based on output data of the inertia sensor of the
controller 5, and have the batter 141 swing the bat in response
to the swing operation. For example, the CPU 10 may move
the cursor 143 in accordance with an operation on the analog
stick 53, and have the pitcher 142 throw the ball to a position
indicated by the cursor 143 when a predetermined one of the
operation buttons 54 is pressed. The cursor 143 may be
moved in accordance with the attitude of the terminal device
7, instead of an operation on the analog stick 53.

[0245] As described above, in the third game example,
game images are generated from different viewpoints for the
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television 2 and for the terminal device 7, thus providing
game images that are easy to view and easy to operate with for
the respective players.

[0246] In the third game example, two virtual cameras are
set in a single game space so as to display two types of game
images of the game space as seen from the virtual cameras
(FIGS. 16 and 17). Therefore, for the two types of game
images generated in the third game example, most of the
game processes performed on the game space (e.g., control-
ling an object in the game space) are common, and the game
images can be generated simply by performing the drawing
process twice on a common game space, thus providing an
advantage that the process efficiency is higher than when the
game processes are performed separately.

[0247] In the third game example, since the cursor 143
representing the pitching direction is displayed only on the
side of the terminal device 7, the first player cannot see the
position indicated by the cursor 143. Therefore, the game
does not have such a problem that the first player gets to know
the pitching direction to the disadvantage of the second
player. Thus, in the present example embodiment, if there is a
problem in the game for one player if the other player sees a
game image, the game image can be displayed on the terminal
device 7. Thus, it is possible to prevent a problem of, for
example, detracting from the strategic aspect of the game. In
other embodiments, the game device 3 may display the ter-
minal game image on the television 2 along with the televi-
sion game image depending on the content of the game (e.g.,
where no such problem as described above occurs even if the
terminal game image is seen by the first player).

[0248] (Fourth Game Example)

[0249] Referring now to FIGS. 18 and 19, the fourth game
example will be described. The fourth game example is a
shooting game in which two players cooperate with each
other. That is, the first player uses the controller 5 to perform
an operation of moving an airplane, and the second player
uses the terminal device 7 to perform an operation of control-
ling the cannon-firing direction of the airplane. In the fourth
game example, as in the third game example, game images
that are easy for the respective players to perform game opera-
tions with are displayed on the television 2 and on the termi-
nal device 7.

[0250] FIG. 18 is a diagram showing an example of a tele-
vision game image displayed on the television 2 in the fourth
game example. FIG. 19 is a diagram showing an example of
a terminal game image displayed on the terminal device 7 in
the fourth game example. As shown in FIG. 18, an airplane
(airplane object) 151 and a target (balloon object) 153 appear
in the virtual game space in the fourth game example. The
airplane 151 has a cannon (cannon object) 152.

[0251] As shown in FIG. 18, an image of the game space
including the airplane 151 is displayed as the television game
image. The first virtual camera for generating the television
game image is set so as to produce an image of the game space
showing the airplane 151 as seen from behind. That is, the first
virtual camera is placed behind the airplane 151 at such an
attitude that the airplane 151 is included in the image-captur-
ing range (range of viewing field). The first virtual camera is
controlled so as to be moved in accordance with the move-
ment of the airplane 151. That is, in the process of step S27,
the CPU 10 controls the movement of the airplane 151 based
on the controller operation data, and also controls the position
and the attitude of the first virtual camera. Thus, the position
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and the attitude of the first virtual camera are controlled in
accordance with the operation of the first player.

[0252] On the other hand, as shown in FIG. 19, an image of
the game space as seen from the airplane 151 (more specifi-
cally, the cannon 152) is displayed as the terminal game
image. Therefore, the second virtual camera for generating
the terminal game image is placed at the position of the
airplane 151 (more specifically, the position of the cannon
152). In the process of step S27, based on the controller
operation data, the CPU 10 controls the movement of the
airplane 151 and also controls the position of the second
virtual camera. The second virtual camera may be placed at a
position around the airplane 151 or the cannon 152 (e.g., a
position slightly behind the cannon 152). As described above,
the position of the second virtual camera is controlled by the
operation of the first player (operating the movement of the
airplane 151). Therefore, in the fourth game example, the first
virtual camera and the second virtual camera move in coop-
eration with each other.

[0253] An image of the game space as seen in the firing
direction of the cannon 152 is displayed as the terminal game
image. Here, the firing direction of the cannon 152 is con-
trolled so as to correspond to the attitude of the terminal
device 7. That is, in the present example embodiment, the
attitude of the second virtual camera is controlled so that the
line-of-sight direction of the second virtual camera coincides
with the firing direction of the cannon 152. In the process of
step S27, the CPU 10 controls the orientation of the cannon
152 and the attitude of the second virtual camera in accor-
dance with the attitude of the terminal device 7 calculated in
step S24. Thus, the attitude of the second virtual camera is
controlled by the operation of the second player. The second
player can change the firing direction of the cannon 152 by
changing the attitude of the terminal device 7.

[0254] When firing a cannonball from the cannon 152, the
second player presses a predetermined button of the terminal
device 7. When the predetermined button is pressed, a can-
nonball is fired in accordance with the orientation of the
cannon 152. In the terminal game image, a sight 154 is dis-
played at the center of the screen of the LCD 51, and the
cannonball is fired in the direction indicated by the sight 154.
[0255] Asdescribed above, in the fourth game example, the
first player operates the airplane 151 (so that it moves in the
direction of an intended target 153, for example) while look-
ing primarily at the television game image (FIG. 18) repre-
senting the game space viewing in the traveling direction of
the airplane 151. On the other hand, the second player oper-
ates the cannon 152 while looking primarily at the terminal
game image (FIG. 19) representing the game space viewing in
the firing direction of the cannon 152. Thus, in the fourth
game example, in a game in which two players cooperate with
each other, game images that are easy to view and easy to
operate with for the respective players are displayed on the
television 2 and on the terminal device 7.

[0256] Inthe fourth game example, the positions of the first
virtual camera and the second virtual camera are controlled
by the operation of the first player, and the attitude of the
second virtual camera is controlled by the operation of the
second player. That is, in the present example embodiment,
the position or the attitude of a virtual camera changes in
accordance with the game operation by each player, thereby
changing the display range of the game space to be displayed
on each display device. Since the display range of the game
space to be displayed on the display device changes in accor-
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dance with the operation of each player, each player can
realize that one’s game operation is sufficiently reflected in
the progress of the game, and can thus enjoy the game suffi-
ciently.

[0257] In the fourth game example, a game image as seen
from behind the airplane 151 is displayed on the television 2,
and a game image as seen from the position of the cannon of
the airplane 151 is displayed on the terminal device 7. Here,
in other game examples, the game device 3 may display a
game image as seen from behind the airplane 151 on the
terminal device 7, and a game image as seen from the position
of the cannon 152 of the airplane 151 on the television 2.
Then, the roles of the players are switched around from the
fourth game example so that the first player uses the controller
5 to operate the cannon 152 while the second player uses the
terminal device 7 to operate the airplane 151.

[0258] (Fifth Game Example)

[0259] Referring now to FIG. 20, the fifth game example
will be described. The fifth game example is a game in which
aplayer uses the controller 5 to perform an operation, and the
terminal device 7 is used as a display device, not as a control-
ler device. Specifically, the fifth game example is a golf game,
wherein the game device 3 has a player character in the virtual
game space take a golf swing in accordance with the player
performing an operation (swing operation) of swinging the
controller 5 as if it were a golf club.

[0260] FIG. 20 is a diagram showing how the game system
1is used in the fifth game example. In FIG. 20, an image of the
game space including (an object of) a player character 161
and (an object of) a golf club 162 is displayed on the screen of
the television 2. Note that (an object of) a ball 163 placed in
the game space is also displayed on the television 2 though it
is not shown in FIG. 20 as being hidden behind the golf club
162. On the other hand, as shown in FIG. 20, the terminal
device 7 is placed on the floor surface in front of the television
2 so that the screen of the LCD 51 is facing vertically upward.
An image representing the ball 163, an image representing a
part of the golf club 162 (specifically, a head 162a of the golf
club), and an image representing the ground of the game
space are displayed on the terminal device 7. The terminal
game image is an image of the vicinity of the ball as seen from
above.

[0261] When playing the game, a player 160 stands near the
terminal device 7, and performs a swing operation of swing-
ing the controller 5 as if it were a golf club. Then, in step S27,
the CPU 10 controls the position and the attitude of the golf
club 162 in the game space in accordance with the attitude of
the controller 5 calculated in the process of step S23. Specifi-
cally, the golf club 162 is controlled so that the golf club 162
in the game space hits the ball 163 when the tip direction of
the controller 5 (the Z-axis positive direction shown in FIG. 3)
is pointing toward the image of the ball 163 displayed on the
LCD 51.

[0262] When the tip direction of the controller 5 is pointing
toward the LCD 51, an image (head image) 164 representing
a part of the golf club 162 is displayed on the LCD 51 (see
FIG. 20). For the terminal game image, the image of the ball
163 may be shown in the actual size, and the orientation of the
head image 164 may be shown to rotate in accordance with
the rotation of the controller 5 about the Z axis, in order to
enhance the reality. The terminal game image may be gener-
ated using a virtual camera provided in the game space, or
generated using pre-prepared image data. When it is gener-
ated using pre-prepared image data, detailed and realistic
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images can be generated with low computational load without
constructing the terrain model of a golf course in detail.
[0263] As aresult of the player 160 performing the swing
operation so as to swing the golf club 162, if the golf club 162
hits the ball 163, the ball 163 travels (flies). That is, the CPU
10 determines in step S27 whether the golf club 162 and the
ball 163 have contacted each other, and moves the ball 163
when there has been a contact. Here, the television game
image is generated so that the ball 163 after the travel is
included therein. That is, the CPU 10 controls the position and
the attitude of the first virtual camera for generating the tele-
vision game image so that the traveling ball is included in the
image-capturing range thereof. On the other hand, on the
terminal device 7, when the golf club 162 hits the ball 163, the
image of'the ball 163 is moved and immediately disappears to
the outside of the screen. Thus, in the fifth game example, the
travel of the ball is displayed primarily on the television 2, and
the player 160 can check, on the television game image, the
destination of the ball hit by the swing operation.

[0264] As described above, in the fifth game example, the
player 160 can swing the golf club 162 by swinging the
controller 5 (have the player character 161 swing the golf club
162). Here, in the fifth game example, the golf club 162 in the
game space is controlled to hit the ball 163 when the tip
direction of the controller 5 is pointing toward the image of
the ball 163 displayed on the LCD 51. Therefore, the player
can perform the swing operation and thereby feel as if the
player were taking a swing with an actual golf club, thus
making the swing operation feel more realistic.

[0265] Moreover, inthe fifth game example, the head image
164 is displayed on the LCD 51 when the tip direction of the
controller 5 is pointing toward the terminal device 7. There-
fore, as the player points the tip direction of the controller 5
toward the terminal device 7, the player can feel that the
attitude of the golf club 162 in the virtual space corresponds
to the attitude of the controller 5 inreal space, thus making the
swing operation feel more realistic.

[0266] As described above, in the fifth game example,
where the terminal device 7 is used as a display device, it is
possible to make the operation using the controller 5 feel
more realistic by locating the terminal device 7 at an appro-
priate position.

[0267] In the fifth game example, the terminal device 7 is
placed on the floor surface, and an image representing the
game space showing only the vicinity of the ball 163 is
displayed on the terminal device 7. Therefore, the position/
attitude of the entire golf club 162 in the game space cannot be
displayed on the terminal device 7, and how the ball 163
travels after the swing operation cannot be displayed on the
terminal device 7. In view of this, in the fifth game example,
the entire golf'club 162 is displayed on the television 2 before
the ball 163 travels, and how the ball 163 travels is displayed
on the television 2 after the ball 163 starts traveling. Thus, in
the fifth game example, it is possible to provide the player
with a realistic operation, and game images that are easy to
view can be presented to the player by using two screens of
the television 2 and the terminal device 7.

[0268] In the fifth game example, the marker section 55 of
the terminal device 7 is used for calculating the attitude of the
controller 5. That is, the CPU 10 lights the marker section 55
(does not light the marker device 6) in the initialization pro-
cess of step S1, and the CPU 10 calculates the attitude of the
controller 5 based on the marker coordinate data 96 in step
S23. Then, it is possible to accurately determine whether the
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tip direction of the controller 5 is in an attitude pointing
toward the marker section 55. Note that while steps S21 and
S22 do not have to be performed in the fifth game example, a
marker or markers to be lit may be changed in the middle of
the game in other game examples by performing the process
of steps S21 and S22. For example, the CPU 10 may deter-
mine in step S21 whether the tip direction of the controller 5
is pointing in the direction of gravity based on the first accel-
eration data 94, and in step S22, the CPU 10 may light the
marker section 55 if it is pointing in the direction of gravity
and light the marker device 6 if it is not pointing in the
direction of gravity. Then, where the tip direction of the
controller 5 is pointing in the direction of gravity, the attitude
of the controller 5 can be calculated with high precision by
obtaining marker coordinate data of the marker section 55,
and where the tip direction of the controller 5 is pointing
toward the television 2, the attitude of the controller 5 can be
calculated with high precision by obtaining marker coordi-
nate data of the marker device 6.

[0269] Asdescribed above in the fifth game example, in the
game system 1, the terminal device 7 can be placed at an
arbitrary position and used as a display device. Then, when
the marker coordinate data is used as a game input, the con-
troller 5 can be used while pointing in an arbitrary direction
by setting the terminal device 7 at an intended position, in
addition to using the controller 5 while pointing toward the
television 2. That is, according to the present example
embodiment, since the orientation in which the controller 5 is
used is not limited to any particular orientation, it is possible
to improve the degree of freedom in operations to be per-
formed on the controller 5.

[0270] [7. Other Operation Examples of Game System]|
[0271] Inthe gamesystem 1, itis possibleto perform opera-
tions for playing various games as described above. While the
terminal device 7 can be used as a portable display or a second
display, it may also be used as a controller for making a touch
input or a motion-based input, and it is therefore possible to
realize a wide variety of games with the game system 1.
Operations as follows can also be performed, including appli-
cations other than games.

[0272] (Operation Example where Player Plays Game Only
Using Terminal Device 7)

[0273] In the present example embodiment, the terminal
device 7 can function as adisplay device and can also function
as a controller device. Therefore, one can use the terminal
device 7 like a portable game device by using the terminal
device 7 as a display and as an operation input device and
without using the television 2 and the controller 5.

[0274] Specifically, according to the example game process
shown in FIG. 12, the CPU 10 obtains the terminal operation
data 97 from the terminal device 7 in step S3, and performs a
game process using only the terminal operation data 97 as a
game input (without using the controller operation data) in
step S4. Then, a game image is generated in step S6, and the
game image is transmitted to the terminal device 7 in step
S10. Note that steps S2, S5 and S9 may not be performed.
Thus, a game process is performed in accordance with an
operation on the terminal device 7, and a game image repre-
senting the game process results is displayed on the terminal
device 7. Then, the terminal device 7 can be used as a portable
game device (though the game process is actually performed
by the game device). Therefore, according to the present
example embodiment, the user can play a game using the
terminal device 7 even in a case in which a game image cannot
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be displayed on the television 2 for reasons such as the tele-
vision 2 being used (e.g., someone else watching a TV broad-
cast).

[0275] In addition to the game image, the CPU 10 may
transmit an image of the menu screen described above to be
displayed after power-up to the terminal device 7 so that the
image is displayed thereon. This is convenient because the
player can play a game without using the television 2 from the
beginning.

[0276] Moreover, in the above description, the display
device on which the game image is displayed can be changed
from the terminal device 7 to the television 2 in the middle of
the game. Specifically, the CPU 10 can further perform step
S9 to output the game image to the television 2. The image to
be outputted to the television 2 in step S9 is the same as the
game image to be transmitted to the terminal device 7 in step
S10. Then, by switching the input of the television 2 so that
the input from the game device 3 is displayed thereon, the
same game image as that on the terminal device 7 is displayed
on the television 2. Thus, the display device on which the
game image is displayed can be changed to the television 2.
After the game image is displayed on the television 2, the
display of the screen of the terminal device 7 may be turned
OFF.

[0277] The game system 1 may be such that the infrared
remote controller signal for the television 2 can be outputted
from an infrared emitter (e.g., the marker device 6, the marker
section 55 or the infrared communication module 72). Then,
the game device 3 can perform an operation on the television
2 by outputting the infrared remote controller signal from the
infrared emitter in accordance with an operation on the ter-
minal device 7. In such a case, since the user can operate the
television 2 by using the terminal device 7 without operating
the remote controller of the television 2, it is convenient
when, for example, switching the input of the television 2
from one to another as described above.

[0278] (Operation Example where System Communicates
with Another Device Via Network)

[0279] Since the game device 3 has a network connection
function as described above, the game system 1 can be used in
a case in which it communicates with an external device viaa
network. FIG. 21 is a diagram showing how devices included
in the game system 1 are connected with one another in a case
in which the game system 1 is connected to an external device
via a network. As shown in FIG. 21, the game device 3 can
communicate with an external device 201 via a network 200.
[0280] Where the external device 201 and the game device
3 can communicate with each other as described above, the
game system 1 can communicate with the external device 201
using the terminal device 7 as an interface. For example, the
game system 1 can be used as a video telephone by exchang-
ing images and sounds between the external device 201 and
the terminal device 7. Specifically, the game device 3 receives
the images and sounds from the external device 201 (the
images and the sounds of the other person) via the network
200, and transmits the received images and sounds to the
terminal device 7. Then, the terminal device 7 displays the
images from the external device 201 on the LCD 51 and
outputs from the speaker 67 the sounds from the external
device 201. The game device 3 receives from the terminal
device 7 the camera images captured by the camera 56 and the
microphone sounds detected by the microphone 69, and
transmits the camera images and the microphone sounds to
the external device 201 via the network 200. The game system
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1 can be used as a video telephone as the game device 3
repeats the exchange of the images and the sounds described
above with the external device 201.

[0281] Since the terminal device 7 is portable in the present
example embodiment, the user can use the terminal device 7
at an arbitrary position or direct the camera 56 in an arbitrary
direction. In the present example embodiment, since the ter-
minal device 7 includes the touch panel 52, the game device
3 can transmit the input information made on the touch panel
52 (the touch position data 100) to the external device 201.
For example, the game system 1 can be used as a so-called
e-learning system when outputting from the terminal device 7
the images and sounds from the external device 201, and
transmitting characters, etc., the user has written on the touch
panel 52 to the external device 201.

[0282] (Operation Example where System Cooperates with
TV Broadcasting)

[0283] The game system 1 can also operate in cooperation
with TV broadcasting when a TV broadcast is being watched
on the television 2. That is, when a TV program is being
watched on the television 2, the game system 1 can output on
the terminal device 7 information regarding the TV program,
etc. An operation example in which the game system 1 oper-
ates in cooperation with TV broadcasting will now be
described.

[0284] Inthe operation example described above, the game
device 3 can communicate with a server via a network (in
other words, the external device 201 shown in FIG. 21 is the
server). The server stores, for each channel of TV broadcast-
ing, various information relating to TV broadcasting (TV
information). The TV information may be program-related
information such as subtitles and cast information, EPG
(Electronic Program Guide) information, or information to be
broadcast as a data broadcast. The TV information may be
images, sounds, text, or information of a combination thereof.
The number of servers does not need to be one, a server may
be provided for each channel or each program of TV broad-
casting, and the game device 3 may be able to communicate
with the servers.

[0285] Where video/sound of'a TV broadcast is being out-
putted from the television 2, the game device 3 prompts the
user to input the channel of the TV broadcast being watched
by using the terminal device 7. Then, a request is given via the
network to the server to transmit TV information correspond-
ing to the inputted channel. In response to this, the server
transmits data of TV information corresponding to the chan-
nel. When receiving data transmitted from the server, the
game device 3 outputs the received data to the terminal device
7. The terminal device 7 displays image and text data of that
data onthe LCD 51, and outputs sound data from the speaker.
As described above, the user can enjoy information relating to
the TV program being watched currently, etc., using the ter-
minal device 7.

[0286] Asdescribed above, the game system 1 can commu-
nicate with an external device (server) via a network so that
information linked to TV broadcasting can be presented to the
user by the terminal device 7. Particularly, this gives great
convenience since the terminal device 7 is portable in the
present example embodiment, and the user can use the termi-
nal device 7 at an arbitrary position.

[0287] Asdescribed above, in the present example embodi-
ment, the user can use the terminal device 7 in various appli-
cations/forms, in addition to game applications.
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[0288] [8. Variations]

[0289] The above embodiment is an example of systems
and methods that can be carried out, and the systems and
methods may also be carried out with, for example, the fol-
lowing configurations in other embodiments.

[0290] (Variation Using Plurality of Terminal Devices)
[0291] While the game system 1 includes only one terminal
device in the above example embodiment, the game system 1
may include a plurality of terminal devices. That is, the game
device 3 may be able to wirelessly communicate with each of
a plurality of terminal devices, wherein the game device 3
transmits game image data, game sound data and control data
to each terminal device, and receives operation data, camera
image data and microphone sound data from each terminal
device. When the game device 3 wirelessly communicates
with the plurality of terminal devices, the game device 3 can
realize the wireless communication with the terminal devices
by time division multiple access or frequency division mul-
tiple access.

[0292] In a case in which there are a plurality of terminal
devices as described above, a greater variety of games can be
played using the game system. For example, where the game
system 1 includes two terminal devices, the game system 1
has three display devices, and the game system 1 can there-
fore generate game images for three players and display the
game images on the respective display devices. Where the
game system 1 includes two terminal devices, two players can
simultaneously play a game in which a controller and a ter-
minal device are used as a set (e.g., the fifth game example).
Moreover, where the game process of step S27 is performed
based on marker coordinate data outputted from two control-
lers, two players can each perform a game operation while
pointing the controller toward the marker (the marker device
6 or the marker section 55). That is, one player can perform a
game operation while pointing the controller toward the
marker device 6, and the other player can perform a game
operation while pointing the controller toward the marker
section 55.

[0293] (Variation Regarding Function of Terminal Device)
[0294] In the above example embodiment, the terminal
device 7 functions as a so-called thin client terminal, and does
not perform the game process. Here, in other embodiments,
some of a series of game processes performed by the game
device 3 in the above embodiment may be performed by other
devices such as the terminal device 7. For example, some
processes (e.g., the process of generating the terminal game
image) may be performed by the terminal device 7. For
example, in a game system including a plurality of informa-
tion processing devices (game devices) that can communicate
with each other, the game processes may be divided among
the plurality of information processing devices.

[0295] As described above, the system and methods
described herein are applicable to, for example, a game sys-
tem, a terminal device used in a game system, etc., aiming at,
for example, making the player perform a novel game opera-
tion.

[0296] As discussed above, the various systems, methods,
and techniques described herein may be implemented in digi-
tal electronic circuitry, computer hardware, firmware, soft-
ware, or in combinations of these elements. Apparatus
embodying these techniques may include appropriate input
and output devices, a computer processor, and a computer
program product tangibly embodied in a non-transitory
machine-readable storage device for execution by a program-
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mable processor. A process embodying these techniques may
be performed by a programmable processor executing a suit-
able program of instructions to perform desired functions by
operating on input data and generating appropriate output.
The techniques may be implemented in one or more computer
programs that are executable on a programmable system
including at least one programmable processor coupled to
receive data and instructions from, and to transmit data and
instructions to, a data storage system, at least one input
device, and at least one output device. Each computer pro-
gram may be implemented in a high-level procedural or
object-oriented programming language or in assembly or
machine language, if desired; and in any case, the language
may be a compiled or interpreted language. Suitable proces-
sors include, by way of example, both general and special
purpose microprocessors. Generally, a processor will receive
instructions and data from a read-only memory and/or a ran-
dom access memory. Non-transitory storage devices suitable
for tangibly embodying computer program instructions and
data include all forms of computer memory including, but not
limited to, non-volatile memory, including by way of
example semiconductor memory devices, such as Erasable
Programmable Read-Only Memory (EPROM), Electrically
Erasable Programmable Read-Only Memory (EEPROM),
and flash memory devices; magnetic disks such as internal
hard disks and removable disks; magneto-optical disks; and
Compact Disc Read-Only Memory (CD-ROM). Any of the
foregoing may be supplemented by, or incorporated in, spe-
cially-designed ASICs (application-specific integrated cir-
cuits).

[0297] The processing system/circuitry described in this
specification is “programmed” to control processes such as
game processes in accordance with the “logic” described in
the specification. One of ordinary skill in the art will therefore
recognize that, for example, a processing system including at
least one CPU when executing instructions in accordance this
logic operates as “programmed logic circuitry” to perform the
operations defined by the logic.

[0298] While the above systems and methods have been
described in detail, the foregoing description is in all aspects
illustrative and not restrictive. It is understood that numerous
other modifications and variations can be devised.

What is claimed is:
1. A game system comprising a home-console type game
device and a first controller device,
the game device comprising:
a first receiver for receiving first operation data from the
first controller device;
a game processor for performing game processes based
on the first operation data;
an image processor for generating first game images and
second game images based on the game process;
a compression section for compressing the first game
images to generate compressed image data;
a transmitter for wirelessly transmitting the compressed
image data to the first controller device; and
an image outputting section for outputting the second
game images to an external display device which is
separate from the first controller device,
the first controller device comprising:
a display section;
atouch panel provided on a screen of the display section;
an inertia sensor;
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a transmitter for wirelessly transmitting the first opera-
tion data including touch panel data and inertia sensor
data to the game device;

areceiver for receiving the compressed image data from
the game device; and

a game image expansion section for successively
expanding the compressed image data to obtain the
first game images,

wherein the display section displays the first game images
obtained by the expansion.

2. The game system according to claim 1, further compris-

ing a second controller device, wherein:

the second controller device comprises a transmitter for
wirelessly transmitting to the game device second
operation data representing an operation performed on
the second controller device;

the game device further comprises a second receiver for
receiving the second operation data; and

the game processor performs the game processes based at
least in part on the second operation data.

3. The game system according to claim 1,

the game device further comprising:

a game sound generator for generating first game sounds
and second game sounds based on the game pro-
cesses;

a game sound output for outputting the second game
sound to an external acoustic device which is separate
from the first controller device; and

wherein the transmitter of the game device wirelessly
transmits the first game sounds to the first controller
device,

wherein the receiver of the first controller device receives
the first game sounds from the game device; and

the first controller device further comprises a speaker for
outputting the received first game sounds.

4. The game system according to claim 1, wherein:

the first controller device further comprises a microphone;
and

the transmitter of the first controller device wirelessly
transmits sound data detected by the microphone to the
game device.

5. The game system according to claim 1, wherein:

the first controller device further comprises:

a camera; and

a compression section for compressing camera images
captured by the camera to generate compressed cap-
tured image data;

the transmitter of the first controller device wirelessly
transmits the compressed captured image data to the
game device; and

the game device further comprises an expansion section for
expanding the compressed captured image data to obtain
the camera image.

6. The game system according to claim 1, wherein:

the first controller device comprises:

aplurality of front surface operation buttons provided on
a front surface of the first controller device, on which
the screen of the display section and the touch panel
are provided, at least two of the front surface opera-
tion buttons being disposed on opposite sides of the
screen; and

direction input devices capable of specifying directions,
provided on the front surface on opposite sides of the
screen; and
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the first operation data further comprises data representing
operations performed on the plurality of front surface
operation buttons and the direction input devices.

7. The game system according to claim 1, wherein:

the first controller device further comprises:
aplurality of back surface operation buttons provided on

aback surface of the first controller device opposite to
a front surface of the first controller device, on which
the screen of the display section and the touch panel
are provided; and

aplurality of side surface operation buttons provided on
a side surface extending between the front surface and
the back surface; and

the first operation data further comprises data representing
operations performed on the plurality of back surface
operation buttons and the side surface operation buttons.

8. The game system according to claim 1, wherein:

the first controller device further comprises a magnetic
sensor; and

the first operation data further comprises magnetic sensor
data.

9. The game system according to claim 1, wherein the
inertia sensor includes a 3-axis acceleration sensor and a
3-axis gyrosensor.

10. The game system according to claim 1, wherein:

the processing system of the game device reads out infor-
mation from an external storage medium storing a game
program therein which can be attached/detached to/from
the game device; and wherein the game device further
comprises:

a network communication section which can be con-
nected to a network for communicating with an infor-
mation processing device which is capable of com-
munication via the network; and

a power supply section for supplying power from an
external power supply outside the game device to
various sections inside the game device, wherein

the game processor performs game processes based on the
read-out game program.

11. A controller device capable of wirelessly communicat-
ing with a home-console type game device, the controller
device comprising:

a display section;

a touch panel provided on a screen of the display section;

an inertia sensor;

a transmitter for wirelessly transmitting, to the game
device, operation data including touch panel data and
inertia sensor data;

a receiver for receiving compressed image data from the
game device, wherein the compressed image data is
obtained by performing a compression process on game
images generated based on game processes performed in
the game device based on the operation data; and

an expansion section for expanding the compressed image
data to obtain the game images,

wherein the display section displays the game images
obtained by the expansion.

12. A method carried out in a game system comprising a

home-console type game device and a first controller device,
the method comprising:

wirelessly transmitting, by the first controller device, first
operation data to the game device, wherein the first
operation data includes touch panel data and inertia sen-
sor data;
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receiving, by the game device, the first operation data
from the first controller device;
performing, by the game device, game processes based
on the first operation data;
generating, by the game device, first game images and
second game images based on the game processes;
compressing, by the game device, the first game images
to generate compressed image data;
wirelessly transmitting, by the game device, the com-
pressed image data to the first controller device;
outputting, by the game device, the second game image
to an external display device which is separate from
the first controller device; and
receiving, by the first controller device, the compressed
image data from the game device;
expanding, by the first controller device, the compressed
image data to obtain the first game image; and
displaying, by the first controller device, the first game
images obtained by the expansion.
13. The method according to claim 12, wherein:
the game system further includes a second controller
device and the method further comprises:
wirelessly transmitting, by the second controller, to the
game device second operation data representing an
operation performed on the second controller device;
receiving, by the game device, the second operation data;
and
performing, by the game device, game processes based
at least in part on the second operation data.
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14. A game system comprising a home-console type game
device and a first controller device,
the game device comprising a processing system and a
memory in communication with the processing system,
the memory storing a program which is executable by
the processing system to cause the processing system to
perform functions comprising:
generating first game images and second game images
based at least in part on inputs received from the first
controller device,
compressing the first game images to generate com-
pressed image data,
wirelessly transmitting the compressed image data to the
first controller device, and
outputting the second game images to an external dis-
play device which is separate from the first controller
device, and
the first controller device comprising:
a display including a touchscreen;
an inertia sensor;
atransmitter configured to wirelessly transmit the inputs
which include touchscreen data and inertia sensor
data to the game device;
a receiver configured to receive the compressed image
data from the game device; and
aprocessing system configured to decompress the com-
pressed image data to obtain the first game images,
wherein the display displays the decompressed first game
images.



